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CROSSCUTTING THEMES AND 
COMMONALITIES 

None of the individual technology areas covered in 
chapters 1 through 10 operate in a vacuum. It is cru-
cial that policymakers consider broader, crosscutting 
themes that infuence how technology progresses 
over time as well as the key common drivers that can 
accelerate or hinder progress. By devoting an entire 
chapter to them, we wish to underline the impor-
tant similarities in how people and institutions make 
progress and emphasize that, when crafting policy 
for individual domains, it is essential to take a holistic 
view of the emerging tech landscape and the factors 
affecting it. 

This chapter organizes crosscutting themes into four 
categories: 

Governance and Geopolitics of Emerging ° 
Technology examines how governments and 

political systems shape global technological 
progress. 

Innovation Pathways and Patterns of Progress ° 
explores the diverse ways in which technological 
progress unfolds. 

Human Capital and Knowledge Ecosystems° 
highlights the critical roles of people, universities, 
and funding structures in driving and sustaining 
innovation. 

Infrastructure for Innovation encompasses vital° 
systems and structures that support innovation 
on a large scale. 



 

 
 

 
 

 
 

 

 
 
 
 
 

 

 
 
 
 

 
 

 

 
 

 

 

 

 
 

   
  

 

  

Governance and Geopolitics 
of Emerging Technology 
KEY TAKEAWAYS 

Innovation that emerges too fast threatens the ° 
legitimate interests of those who might be neg-
atively affected, while innovation that moves too 
slowly increases the likelihood that a nation will 
lose frst-mover advantages. 

National monopolies on technology are increas-° 
ingly diffcult to maintain. Even innovations that 
are solely American born (an increasingly rare 
occurrence) are unlikely to remain in the exclusive 
control of American actors for long periods. 

The US government is no longer the primary ° 
driver of technological innovation or funder of 
research and development (R&D). 

While democracies provide greater freedom for sci-° 
entifc exploration, authoritarian regimes can direct 
sustained funding towards—and maintain focus 
on—technologies they believe are most important. 

The Goldilocks Challenge: Moving Too 
Quickly, Moving Too Slowly 

Technological progress creates risks related to 
speed. Moving too quickly can disrupt understand-
ings, written or unwritten, that balance a variety of 
legitimate national, organizational, and personal 
interests. Rapid or accelerating change could also 
have a negative impact on safety, security, employ-
ment, ethical considerations, societal impacts, and 
geopolitics. The result could be a public backlash 
against a particular technology. For example, genet-
ically modifed organisms (GMOs) have faced public 
resistance in Europe due to safety concerns, the 
Concorde supersonic aircraft was retired over noise 
and cost issues, and calls for artifcial intelligence (AI) 

regulation refect fears of the technology’s societal 
impact. 

Conversely, innovation that is too slow increases the 
likelihood that a nation will lose the technical, eco-
nomic, and national security advantages that often 
accrue to frst movers in a feld. Such concerns are 
apparent in reports asserting that the United States 
is falling behind China in the development of key 
technologies considered critical to both national 
security and economic security, such as AI.1 

To fully realize the benefts of innovation, policy mea-
sures must address both the risks of rapid change 
and the dangers of falling behind. 

Increasing Access to New Technologies 
Worldwide 

A fundamental reality of today’s technological envi-
ronment is that American-born innovations are 
unlikely to remain in the exclusive control of American 
actors for long. The diffusion of many of these tech-
nologies is, in part, driven by the long-term trend of 
decreasing information technology costs, but other 
factors play important roles as well. 

Access to and use of these technologies has spread 
beyond US borders because of global business 
models that have increased the potential customer 
base by leaps and bounds.2 Digital platforms and 
strong network effects have driven rapid, global 
user adoption.3 Open-source initiatives and col-
laborative research have accelerated diffusion of 
the underlying technologies by lowering entry bar-
riers and encouraging adaptation across borders.4 

Offshore manufacturing of American-designed 
innovations and licensing of these innovations has 
brought technical know-how within the reach of 
potential overseas competitors.5 Foreign competi-
tors steal US intellectual property worth hundreds 
of billions of dollars per year.6 Technological knowl-
edge is often reverse-engineered or reimagined 
internationally.7 
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Several key implications arise from increasing access 
to new technologies: 

Winning isn’t winning anymore. The old model ° 
of achieving lasting national technological domi-
nance is being replaced by a paradigm of continu-
ous competition where technological advantages 
are rarely, if ever, sustained for long periods. 

More state and nonstate actors are obtaining ° 
access to advanced technologies, gaining new 
tools to challenge US interests. This makes for-
mulating policies even more complex. 

Technological advantages are narrowing, even ° 
on the frontier. Although the United States may 
possess the most technologically advanced capa-
bilities in certain domains, other actors with less 
sophisticated—but still effective—versions of 
advanced technologies can reduce frst-mover 
advantages the US previously enjoyed. 

There are more actors with different ethical thresh-° 
olds, constraints, and perspectives. Those with 
fewer bureaucratic and ethical constraints may 
exploit and adapt technology faster and more effec-
tively than those with more stringent regulations. 

To be sure, there are exceptions to this trend of 
faster and wider technological diffusion. Perhaps 
the most important of them are instances when 
scale is a critical aspect of widespread innovation 
and those in which actors lack access to the natu-
ral resources (such as rare-earth metals) or fnancial 
capital needed to support large-scale deployments. 
This has been true for much of the past with respect 
to nuclear weapons, where the major roadblock for 
nations seeking to acquire such weapons has been 
getting access to fssile materials rather than to nec-
essary knowledge. It is also true in AI today, where 
a small number of private-sector actors clearly dom-
inate the creation of large language models (LLMs). 

It may be possible to extend periods of American 
monopoly on certain technologies (e.g., through the 

application of export controls to key components 
of them), but these periods cannot be prolonged 
indefnitely. Extensions can help to buy time for US 
policymakers to better anticipate the consequences 
of a technology’s diffusion in the future. But all too 
often, buying time becomes an end unto itself, and 
actions to craft a better policy that could help sus-
tain US leadership in key domains—such as targeted 
immigration reform to attract more of the world’s 
best talent and create a “brain gain” for American 
universities and companies—are not taken. 

The Changing Role of Government in 
Technological Innovation 

Many technological innovations, including satel-
lites, jet engines, and semiconductors, have their 
roots in US government fnancial support and advo-
cacy. But in many felds today, the US government 
is no longer the primary driver of innovation. Private 
companies have taken up much of the slack. These 
businesses, however, may be under the jurisdiction 
of nations—or controlled by senior executives— 
whose interests are not aligned with those of the 
users of their services. For example, the Starlink sat-
ellite communications network has been an essen-
tial part of Ukrainian battlefeld communications; 
however, the CEO of Starlink has curtailed Ukrainian 
access on a number of occasions in ways that 
affected Ukraine’s battlefeld strategy.8 Such con-
cerns are most serious when there is only one—or 
just a small number—of private-sector providers of 
the services in question. 

No better example of private companies’ growing 
infuence in setting the R&D agenda can be found 
than in the current scene for funding AI research. 
Whereas the federal government talks in terms of bil-
lions of dollars in federal support for AI research, the 
private sector talks in terms of amounts a hundred 
or more times larger. Similar trends seem to apply 
to biotechnology and synthetic biology research, 
though not quite as starkly. And, as chapter 10, 
on space, discusses, services related to space are 
increasingly being delivered by private companies. 
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was widespread optimism about the triumph of lib-
eral democracy and free market capitalism. Much 
of US economic policy was characterized by efforts 
to support free trade, accelerate globalization, and 
promote China’s integration into the world economy 
as a way of facilitating the country’s transition to 
more democratic rule. 

During this time, the global manufacturing land-
scape for key technologies, particularly semicon-
ductors, underwent significant shifts. Over the past 
three decades, the US share of global semiconduc-
tor production dropped from 37 to 12 percent, as 
noted in chapter 9, on semiconductors. Meanwhile, 
Asian manufacturers, especially in South Korea and 

The growing influence of the private sector in critical 
technologies has led US officials to emphasize the 
need for closer public-private cooperation and gov-
ernment regulation. Even if the government does 
not lead in innovation, it still plays a crucial role in 
funding R&D — and especially R&D with lengthy time 
horizons — promoting key innovations, setting stan-
dards, and stimulating the formation of coalitions of 
private-sector actors domestically and internationally.

The Relationship of Political Regime Type 
to Technological Progress

National priorities can change with the evolution of 
the geopolitical environment. In the 1990s, there 

EXTREME ULTRAVIOLET AND ADVANCED CHIP FABRICATION

Advanced chip fabrication is a domain of national technology policy in which developments appropriate thirty 
years ago may need reassessment today. The most advanced chips currently being made require light in the 
extreme ultraviolet (EUV) range (13.5 nanometers). The method used today for producing EUV light uses 
high-energy laser pulses to vaporize tiny droplets of tin to create a plasma that emits EUV light. This light is 
then precisely reflected and focused by some of the flattest mirrors in the world to etch the intricate patterns 
needed for advanced semiconductor chips. This technology is key to increasing circuit density on advanced 
chips, making them faster and more powerful. 

Major breakthroughs in this laser technology were developed by researchers at Lawrence Livermore National 
Laboratory, Lawrence Berkeley National Laboratory, and Sandia National Laboratory in the 1990s, and intellec-
tual property rights were owned by the US government but licensed under approval by Congress and the US 
Department of Energy. The Dutch company ASML applied for a license, and at the time no objections were raised. 

Today, ASML is the only company in the world that can manufacture and service the sophisticated machines 
using EUV technology. Regular EUV machines cost about $200 million each, but the newer high-numerical- 
aperture EUV systems cost closer to $370 million, and ASML can manufacture only a handful annually.a The future 
development of advanced semiconductor manufacturing equipment that will increase circuit density on chips 
even more — as well as the balancing of market access with the national security concerns of exporting to and 
servicing ASML equipment in China — are major geopolitical and economic concerns.b

a. Mat Honan and James O’Donnell, “How ASML Took Over the Chipmaking Chessboard,” MIT Technology Review, April 1, 2024,  https://
www.technologyreview.com/2024/04/01/1090393/how-asml-took-over-the-chipmaking-chessboard/; Charlotte Trueman, “Intel Acquires 
ASML’s Entire 2024 Stock of High NA EUV Machines,” Data Center Dynamics, May 9, 2024, https://www.datacenterdynamics.com/en/news 
/intel-acquires-asmls-entire-2024-stock-of-high-na-euv-machines/.

b. Arjun Kharpal, “Netherlands Takes On U.S. Export Controls, Controlling Shipments of Some ASML Machines,” CNBC, September 6, 
2024, https://www.cnbc.com/2024/09/06/netherlands-expands-export-curbs-on-advanced-chip-tools.html.

https://www.technologyreview.com/2024/04/01/1090393/how-asml-took-over-the-chipmaking-chessboard/
https://www.technologyreview.com/2024/04/01/1090393/how-asml-took-over-the-chipmaking-chessboard/
https://www.cnbc.com/2024/09/06/netherlands-expands-export-curbs-on-advanced-chip-tools.html
https://www.datacenterdynamics.com/en/news
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Taiwan, have emerged as major players, supported 
by government policies and regional demand shifts. 
Asia has become the dominant region for semicon-
ductor production, laying the groundwork for the 
current global supply chain. 

This shift in manufacturing capabilities, coupled 
with China’s economic and military rise, is a key ele-
ment of changes in the geopolitical environment, 
and it drives many Western concerns about tech-
nological dependencies in the twenty-frst century. 
Accordingly, national policies that were seen as 
useful and appropriate in the environment of thirty 
years ago may need reassessment today. (See the 
sidebar on extreme ultraviolet and advanced chip 
fabrication for an example.) 

Finally, although genuine technological innovation 
occurs in both democracies and autocracies, each 
regime type has different advantages and faces dif-
ferent challenges. Democracies beneft from the rule 
of law, a free fow of ideas and people, and greater 
freedom for individuals to pursue their own research 
interests. Perhaps most importantly, because fail-
ure in a democracy should not lead to persecution 
or professional ostracism, individuals are freer to 
experiment and explore. By contrast, authoritarian 
regimes are characterized by the rule of the state 
and sometimes impose dire consequences for fail-
ure, which can restrict the fow of ideas, force adher-
ence to state-approved research areas, and prompt 
scientists to focus only on what a government con-
siders safe topics. 

On the other hand, authoritarian regimes can direct 
sustained funding and attention to areas deemed 
crucial by the state more easily than democracies 
can; they can also maintain focus on these areas for 
extended periods, independent of short-term proft 
or political considerations. For example, it is widely 
accepted that Chinese AI efforts have access to the 
personal data of individuals on a far broader scale 
than such efforts in the West, which generally has 
stronger privacy protections against governmental 
intrusion than China does. 

Innovation Pathways and 
Paterns of Progress 
KEY TAKEAWAYS 

Technological progress is often unpredictable ° 
and nonlinear, with periods of slow development 
interrupted by sudden breakthroughs. While 
some felds, like semiconductors, have shown 
steady improvement, most technologies advance 
through cycles of experimentation, feedback, 
and convergence of multiple innovations. 

Nonscientifc factors, such as engineering feasibil-° 
ity, economic viability, manufacturing challenges, 
and societal acceptance, infuence the adoption 
of technology based on scientifc advances. 

Hype can distort perceptions, leading to infated ° 
expectations that outpace practical utility and 
distortions in resource allocation. 

Frontier bias causes overemphasis on new tech-° 
nologies and sometimes results in overlooking 
impactful uses of established ones. 

The synergies between different technologies are ° 
large and growing, which makes understanding 
the interactions between different felds all the 
more important. 

The Unpredictable and Nonlinear Nature 
of Technological Progress 

Technological progress exhibits a variety of patterns. 
For example, progress in semiconductors has been 
fairly predictable historically, progressing consis-
tently with Moore’s law, which predicts a continuing 
exponential decrease in the cost of computation over 
time. But, as noted in chapter 9 on semiconductors, 
this steady decline is coming to an end, if it hasn’t 
expired already. Solar cells and light-emitting diode 
(LED) lighting have followed similar cost-reduction 
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one extreme, some innovations can be acquired by 
individuals based on their own personal needs. The 
rapid spread of personal computers in the 1980s 
and of rooftop solar panels for home electricity gen-
eration in the past decade are examples of people 
willing to spend money out of their own pockets to 
derive the benefits of these innovations. The result 
was rapid uptake and adoption throughout society. 

At the other extreme, advanced technology that 
needs a significant degree of centralized planning or 
funding for realization is likely to require much longer 
timescales for widespread adoption. Nuclear energy 
requires the construction of nuclear reactors that cost 
billions of dollars. State-of-the-art semiconductor 
plants cost tens of billions of dollars. Medicines for 
treating neurodegeneration are available only at the 
end of a very expensive drug-approval and manufac-
turing process. Carbon capture and sequestration is 
too expensive to be widely adopted and is of marginal 
benefit to individuals, though it is of use to industrial 
facilities. For such innovations, it is unrealistic to expect 
rapid and widespread adoption throughout society.

backup power sources for the grid. Because of their 
age, they may not be at the cutting edge of battery 
technology when they are converted, but such sys-
tems can give a productive second life to batteries 
that would otherwise be thrown away.

A second consequence of frontier bias is a mis
understanding of the difference between scientific 
or technological advances and adoption at scale —  
a phenomenon that was noted earlier under “non-
scientific influences on innovation.” For example, in 
the couple of decades after the first generation of 
commercial nuclear power in October 1956, there 
was considerable optimism that further technolog-
ical advancements in the field would bring about 
an era in which electrical energy was too cheap to 
meter. But, as discussed in chapter 10 in SETR 2025, 
nuclear fission has not been widely adopted as a 
source of energy for a variety of technical, economic, 
and political reasons. 

For an innovation to have significant societal impact, 
it needs to be broadly available and widely used. At 

FIGURE 11.2  Advanced battery-management systems being used as stationary storage capacity

Source: Smartville

https://americanhistory.si.edu/collections/object/nmah_714239
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The World Wide Web emerged in the 1990s ° 
as a signifcant development in global commu-
nication and information exchange.12 The web 
enabled users to access and navigate informa-
tion through interconnected hypertext links. 
Used with point-and-click interfaces (also known 
as browsers), it was rapidly adopted. This led to 
substantial growth in websites, online communi-
ties, and e-commerce and infuenced worldwide 
information accessibility and interaction. 

At other times, a surge in innovation is due to the 
simultaneous availability and maturity of several 
key technologies that are combined to achieve 
signifcant progress in some other technological 
domain—this is the convergence phenomenon, dis-
cussed later in this section. 

Predicting future progress can be challenging and 
misleading due to this pattern of punctuated inno-
vation. Even experts in a given feld can be surprised 
by the rapidity of progress. For instance, Geoffrey 
Hinton, a pioneer in AI and a winner of the 2024 
Nobel Prize in Physics for his application of tools 
and concepts from statistical mechanics to machine 
learning, recently expressed astonishment at the 
swift progress in AI and predicted that it will surpass 
human intelligence in the future. 

His comments came after a long history of multiple 
“AI winters.”13 Enthusiasm for AI in the 1950s and 
1960s subsequently led to the frst major AI winter 
(1974–80). The 1980s saw a revival of enthusiasm for 
AI involving rule-based expert systems, but unmet 
expectations triggered a second winter in the late 
1980s and into the 1990s. Progress inspired by the 
machine learning approach in the 2000s led to a 
resurgence in the next two decades. This led to the 
new surge of enthusiasm and optimism we are wit-
nessing today, which is driven by advances in deep 
learning, very large datasets, and increases in com-
puting power. 

The punctuated nature of most technological 
change suggests that expectations of regular and 

rapid evolution in many felds are generally not real-
ized,14 despite what headlines in the news might lead 
one to believe. This point is also relevant to another 
important observation: The traditional linear model 
of R&D, which envisages smooth progress from basic 
research to applied research, leading to develop-
ment and then to marketable products, represents 
just one way in which societies derive value from 
technological investments. 

Progress also occurs in nonlinear ways that depend 
on feedback between the various stages of activity. 
For example, some challenging problems require a 
deeper fundamental scientifc understanding known 
as “use-inspired basic research,” which comes into 
play after innovations have already been deployed. 
Research in AI on LLM hallucinations (outputs of 
entirely false statements) fts into this category. The 
models are already broadly useful despite such 
errors occurring frequently. Nevertheless, these hal-
lucinations are problematic, and important research 
is underway to understand the mechanisms that lead 
LLMs to generate them. 

In other cases, technology convergence can have a 
big impact on synergy and innovation. Here, conver-
gence means that several distinct technologies have 
advanced to the point at which they can be inte-
grated to develop a useful innovation. For example, 
electric cars today are made possible by the con-
vergence of advances in battery technology, light-
weight materials, sensors, and computing power. 
Together, these advances have improved vehicle 
range, safety, and effciency and have enabled fea-
tures like autonomous driving and real-time diag-
nostics. Another example comes from chapter 6 in 
this report, on neuroscience, which discusses how 
effective neurological interventions depend not only 
on a fundamental theoretical understanding of brain 
function, but also on the development of neural 
probes that can be implanted into the brain without 
causing serious damage to brain tissue. 

In short, for most applications, true innovation requires 
repeated cycles of experimentation, learning, and 
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adaptation rather than a single, direct path. Feedback, 
convergence, and iteration are the norm, not the 
exception. 

Nonscientifc Infuences on Innovation 

Scientifc advances are frequently highlighted for 
their promise to address societal challenges and 
enhance our quality of life. However, there is often 
a large gap between a demonstration of scientifc 
feasibility and the creation of an economically viable 
and societally useful product or service based on the 
technology. 

After achieving scientifc proof of concept, a given 
technology application based on that science must 
demonstrate engineering practicality. An example 
is the idea of a chemically fueled, single-stage-to-
orbit spacecraft launched from Earth. It is gener-
ally believed that launching a spacecraft using a 
single rocket stage, rather than multiple stages, is 
just barely possible using current rocket fuels and 
materials. However, not even a leading company 
like SpaceX has been able to demonstrate a feasible 
engineering design that could reliably accomplish 
this task. 

Economic viability and practicality come after engi-
neering feasibility, and these involve considerations 
such as cost and ease of use. Early attempts to build 
supercomputers with superconducting components 
demonstrated technical success but faced prac-
tical challenges due to the need for liquid helium 
for cooling. This requirement made the computers 
diffcult and costly to deploy, and the development 
of alternative technologies offering comparable per-
formance at lower cost doomed the approach in the 
marketplace. 

Manufacturing comes next. Even if engineering 
feasibility has been demonstrated, developing a 
viable manufacturing process to build a product or 
service based on the initial scientifc proof of con-
cept may still prove too diffcult. There may be other 
constraints as well: For instance, materials used to 

demonstrate engineering feasibility may be too 
expensive or rare to support large-scale production. 
(Manufacturing is discussed in more detail later in 
this chapter.) 

Another important factor is the availability of 
cheaper alternatives to a new technology, which can 
undermine the commercial viability of the innova-
tion. The competition between lithium-ion (Li-ion) 
and sodium-ion batteries illustrates this. Sodium-ion 
batteries have potential cost advantages over Li-ion 
ones because sodium is much more abundant than 
lithium. But Li-ion battery technology has a head 
start of a couple of decades, and work on produc-
ing these batteries has driven down their cost sign-
fcantly. Thus, the economics of procurement today 
favor Li-ion batteries in many common applications. 
However, any signifcant disruption of the lithium 
supply chain could make sodium-ion ones more 
competitive. 

Societal acceptability is yet another important non-
scientifc infuence on technological progress. The 
psychology of individuals, as well as the cultural 
practices and beliefs of a community or society, infu-
ence the adoption and use of any given application 
of an emerging technology. For instance, producing 
and consuming GMOs as food is highly controver-
sial in Europe, and concerns over their safety have 
prevented the uptake there of GMO foods that are 
consumed widely in the United States. 

Finally, the journey from scientifc breakthrough 
to practical, widespread application is often more 
diffcult than anticipated. Innovators may discover 
that fulflling promises to investors and customers 
requires greater resources and longer timelines and 
delivers fewer benefts or capabilities than expected. 
Obstacles such as raising adequate funding, navi-
gating environmental or social concerns, and man-
aging risks related to ethics, privacy, and public trust 
frequently surface only as products or services reach 
the market. Policymakers, therefore, face the com-
plex challenge of supporting promising advances 
while being mindful of their associated risks. 
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Striking the right balance requires acknowledging 
that disruptive technological progress brings both 
opportunity and uncertainty. While advocates may 
downplay early concerns as barriers to the inno-
vations that would beneft their businesses, unad-
dressed risks—especially ones that could impact 
society—can escalate as new technologies scale. 
Governments can mitigate these challenges by 
incorporating diverse and even critical perspectives 
early in the technology life cycle, fostering an envi-
ronment that encourages innovation while manag-
ing its potential downsides. 

Technological Optimism, Hyperbole, and 
Technical Reality 

This publication highlights ten signifcant emerging 
technologies. In preparing the latest edition of the 
Stanford Emerging Technology Review (SETR), fac-
ulty members from each of these felds expressed 
broad optimism about the societal and scientifc 
value of research in their respective domains. This 
optimism is hardly surprising: Those who dedicate 
their careers to advancing new technologies natu-
rally believe in their potential to address important 
challenges. Indeed, a conviction that progress will 
continue and yield solutions is almost a prerequisite 
for anyone deeply invested in innovation. 

However, the line between responsible optimism 
and irresponsible hype can be crossed easily, lead-
ing to an all-too-common pattern where media cov-
erage ignoring basic scientifc fundamentals leads to 
overinfated expectations among the public. 

Technological hype often begins with a breakthrough 
in an emerging technology area, quickly followed by 
grandiose promises of disruptive, even revolutionary 
impact. Such promises—in reality, overpromises— 
make claims that go far beyond what available 
knowledge and evidence support. They focus on 
potential rather than proven functionality and often 
rely on emotional appeal and ambiguous termi-
nology. They also imply that all social or economic 
challenges can be solved through technological 

innovation alone, ignoring implementation barriers, 
regulatory considerations, social acceptance, or the 
harms often caused by large-scale deployments of 
unproven technology. 

A prominent example of technological hyper-
bole comes from 1989, when two chemists at the 
University of Utah announced they had achieved cold 
fusion—that is, fusion reactions at low temperatures. 
This fnding, if true, would have challenged the sci-
entifc consensus that extremely high temperatures 
are required for such reactions. Rather than follow-
ing the standard scientifc process of peer review, 
the researchers revealed their fndings at a press 
conference, touting the potential for a clean, virtu-
ally inexhaustible energy source.15 National advisors 
emphasized the discovery’s importance, suggesting 
that it was too signifcant to leave solely to the sci-
entifc community.16 The implication was that factors 
other than science should play an important role in 
how the nation should proceed at that moment. This 
was despite the fact that the possibility being dis-
cussed (that cold fusion had actually been discov-
ered) was entirely a scientifc question. 

The scientists’ subsequent publication underwent 
expedited peer review and was widely criticized 
for lacking essential experimental details, which 
made independent verifcation diffcult. Their claims 
rested on observations of heat production that they 
attributed to fusion. However, later investigations 
identifed signifcant faws in their measurement 
techniques, undermining confdence in their overall 
fndings. 

This 1989 episode is widely regarded today as an 
object lesson in the perils of circumventing the 
normal processes of science. Some researchers are 
still working on low-temperature fusion as a plausi-
ble mechanism for generating energy, and the feld 
is supported at the level of around $10 million per 
year in research funding. However, this level of sup-
port—a very small fraction of the funding dedicated 
to more traditional fusion research—should not be 
regarded as vindication for the original cold fusion 
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proponents. Rather, it refects the quite modest level 
of support appropriate for an approach to fusion 
that is regarded skeptically by most in the scientifc 
community but has not been shown to be categor-
ically false. 

Technological hype affects investors, consumers, 
policymakers, and other stakeholders—all of whom 
must navigate the complex interplay between 
marketing rhetoric and substantive advancement. 
Underlying any given instance of technological 
hype is often something genuine—some scientifc 
or technological development that is in fact new 
or noteworthy. But public stakeholders would be 
well advised to allow the scientifc review process 
to play out before jumping on a hyperbole-driven 
bandwagon. 

Frontier Bias 

Frontier bias is a tendency among analysts, com-
mentators, and policymakers to focus on the signif-
icance of the newest and most recent innovations. 
Such a trend has been apparent even in the uptake 
of earlier versions of this report—requests for brief-
ings arising from the publications have most often 
focused on what’s newest and most advanced in 
various felds. Frontier bias emerges from many 
sources, but one of the most prominent is the tech-
nology hype described in the previous section. 

Given humans’ predilection for novelty, this bias 
is understandable. But it carries with it the risk of 
overlooking “old” technologies that can be used in 
novel and impactful ways. Innovation using proven 

and known technologies is a powerful means of 
advancing national and societal interests and, by 
defnition, does not rely on fundamental scientifc or 
technological breakthroughs. 

One prominent example of older or known tech-
nologies being used in such ways can be seen in 
the present Russia-Ukraine war. Many of the drones 
having a signifcant effect on the battlefeld are a 
diverse mix of moderately sophisticated ones and 
off-the-shelf commercial drones. And, in response 
to US trade sanctions on advanced semiconductors, 
Russia is using chips designed for home and com-
mercial use to control its weapons. 

Another example is the widespread use of the AK-47 
automatic rife. Unlike other popular guns, the AK-47 
was deliberately designed to be low-tech—cheap, 
simple, and durable; easy to manufacture; and with 
few moving parts. It has since proliferated: Some 
seventy-fve million of these guns are in operation 
today, and they have been widely adopted by forces 
around the world,17 most notably insurgent groups 
and terrorists.18 

The story in chapter 10 on sustainable energy in 
SETR 2025, about a second life for electric vehicle 
(EV) batteries, is also relevant. As EVs become more 
prevalent, batteries in them that are coming to the 
end of their useful life face being discarded. But 
they often still have signifcant capacity for power 
storage. Specialized battery-management systems 
tailored to these batteries’ unique characteristics 
can help them serve in stationary energy-storage 
applications (see fgure 11.2), such as by acting as 

[Frontier] bias is understandable. But it carries 
with it the risk of overlooking “old” technologies that 

can be used in novel and impactful ways. 
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FIGURE 11.2  Advanced battery­management systems being used as stationary storage capacity 

Source: Smartville 

backup power sources for the grid. Because of their 
age, they may not be at the cutting edge of battery 
technology when they are converted, but such sys-
tems can give a productive second life to batteries 
that would otherwise be thrown away. 

A second consequence of frontier bias is a mis-
understanding of the difference between scientifc 
or technological advances and adoption at scale— 
a phenomenon that was noted earlier under “non-
scientifc infuences on innovation.” For example, in 
the couple of decades after the frst generation of 
commercial nuclear power in October 1956, there 
was considerable optimism that further technolog-
ical advancements in the feld would bring about 
an era in which electrical energy was too cheap to 
meter. But, as discussed in chapter 10 in SETR 2025, 
nuclear fssion has not been widely adopted as a 
source of energy for a variety of technical, economic, 
and political reasons. 

For an innovation to have signifcant societal impact, 
it needs to be broadly available and widely used. At 

one extreme, some innovations can be acquired by 
individuals based on their own personal needs. The 
rapid spread of personal computers in the 1980s 
and of rooftop solar panels for home electricity gen-
eration in the past decade are examples of people 
willing to spend money out of their own pockets to 
derive the benefts of these innovations. The result 
was rapid uptake and adoption throughout society. 

At the other extreme, advanced technology that 
needs a signifcant degree of centralized planning or 
funding for realization is likely to require much longer 
timescales for widespread adoption. Nuclear energy 
requires the construction of nuclear reactors that cost 
billions of dollars. State-of-the-art semiconductor 
plants cost tens of billions of dollars. Medicines for 
treating neurodegeneration are available only at the 
end of a very expensive drug-approval and manufac-
turing process. Carbon capture and sequestration is 
too expensive to be widely adopted and is of marginal 
beneft to individuals, though it is of use to industrial 
facilities. For such innovations, it is unrealistic to expect 
rapid and widespread adoption throughout society. 
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Large and Growing Synergies Between 
Different Technologies 

The synergies between different technologies are 
both signifcant and expanding, as advances in one 
feld often enhance progress in others. For example: 

Artifcial intelligence (AI) contributes to advances ° 
in synthetic biology by predicting the structures 
of various biomolecules, such as proteins, nucleic 
acids, and small molecules singly or joined 
together in various complexes.19 

AI helps to screen many candidate compounds to ° 
predict the ones most likely to exhibit desirable 
properties for materials science.20 

Materials science is central to the identifcation of° 
new semiconductors that may be useful in devel-
oping more energy-effcient chips, which in turn 
can reduce the cost of training AI models.21 

Materials science is important in space research, ° 
where the creation of new materials may be 
needed for the construction of advanced space-
craft and satellites.22 It is also important in neu-
roscience, where it enables the development of 
neural probes that can send and receive electrical 
signals in neural tissue.23 

Energy technologies help to improve the perfor-° 
mance of robotics and spacecraft.24 

Synthetic biology can build organisms that pro-° 
duce certain specialized materials.25 

Cheaper semiconductors have driven down the° 
cost of DNA sequencing, which itself is a funda-
mental technology for synthetic biology.26 

This point is more obvious when a feld such as AI 
or materials science is seen as a technology that 
impacts a variety of application domains. For exam-
ple, this report has discussed how AI has facilitated 
innovations in battery technology and in protein 
folding. Less obvious is that AI itself has benefted 

greatly from advances in semiconductor technology, 
which has itself benefted from developments in 
materials science. 

In certain instances, a useful technology becomes an 
enabling technology—a technology whose existence 
and characteristics enable applications that would 
not otherwise be feasible or affordable, especially 
across a number of different felds.27 (The sidebar on 
lasers as an enabling technology across multiple sec-
tors, drawn from SETR 2025, provides an example.) 

An enabling technology can evolve into a general-
purpose technology if it becomes broadly useful 
across many domains. A general-purpose technol-
ogy is characterized by continuing improvement, 
wide applicability, and benefts that extend well 
beyond its original uses. Each advance in a general-
purpose technology amplifes its overall impact. 
Historical examples—such as the steam engine, elec-
tricity, and information technology—have transformed 
economic growth, industry, and daily life. General-
purpose technologies ultimately reshape how people, 
frms, and governments interact with a wide range of 
other technologies and with one another. 

° Human capital is the foundation of scientifc and 
technological progress. Sustained investment 
in it is the single most critical factor in ensuring 
long-term national competitiveness and scientifc 
advancement. 

° Universities are central both to high-risk research 
and to science, technology, engineering, and 
mathematics (STEM) education. Yet federal R&D 
funding as a share of GDP has declined, and policy 
ambiguities hinder international collaboration. 

Human Capital and 
Knowledge Ecosystems 
KEY TAKEAWAYS 
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LASERS: AN ENABLING TECHNOLOGY ACROSS MULTIPLE SECTORS

Lasers, as highlighted in the 2025 edition of the Stanford Emerging Technology Review, are an enabling technol-
ogy for a wide array of scientific and industrial fields due to their precision, versatility, and efficiency.

Medicine

° 	 Surgical precision    Lasers are used to ablate, cut, or vaporize tissue and to clot bodily fluids. Unlike tradi-
tional tools such as saws or drills, lasers provide cleaner, more precise cuts, minimizing mechanical and ther-
mal damage to surrounding tissues.

° 	 Cancer treatment    Lasers can target and destroy subsurface tumors with minimal harm to healthy tissue, 
offering less invasive alternatives for certain procedures.

Military applications

° 	 Directed-energy weapons    Lasers are being developed as weapons capable of disabling satellites and pro-
viding short-range air defense against drones, rockets, and artillery.

° 	 Target designation    Lasers play a crucial role in guiding munitions by marking targets with beams of light, 
allowing for highly accurate strikes.

Communications

° 	 Fiber-optic data transmission    Lasers transmit vast amounts of data through fiber-optic cables. Advances 
now allow for much shorter laser pulses, maintaining data fidelity while potentially reducing power 
consumption.

° 	 Satellite links    Lasers enable high-speed, long-range data transmission between satellites, supporting global 
communications infrastructure.

Manufacturing

° 	 3-D printing    Lasers are integral to additive manufacturing techniques such as stereolithography and selec-
tive laser sintering. In stereolithography, ultraviolet lasers cure photosensitive resin layer by layer, while in 
selective laser sintering, lasers fuse powdered materials like nylon or metal. These methods allow for rapid 
prototyping and the creation of complex structures from various materials.

Imaging

° 	 X-ray free-electron lasers (XFELs)    XFELs generate powerful X-ray pulses that penetrate materials, enabling 
high-resolution imaging and measurement of physical properties. Their short wavelengths provide superior 
spatial resolution compared to visible light, facilitating breakthroughs such as imaging new proteins, observ-
ing quantum material phase transitions, and tracking biomolecular movements in real time.
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The “valley of death” between research feasibility ° 
and commercial viability remains a major barrier 
to advancing innovations to market. New funding 
models are needed to bridge this gap and sustain 
America’s technological leadership. 

The Central Importance of Ideas and 
Human Talent in Science and Technology 

Scientifc progress thrives on new ideas, which are 
generated daily by the most talented individuals 
worldwide. But human talent capable of creating 
ideas in science and technology cannot be gen-
erated on demand. Such talent must be nurtured 
domestically or acquired from foreign sources. 

Workers of US origin still make up the majority of 
the US STEM workforce, although foreign-born 
talent accounts for an increasingly large fraction of it. 
Strengthening the domestic pipeline of STEM work-
ers is essential for several reasons. 

First, a number of studies indicate a strong cor-° 
relation between a nation’s STEM education and 
economic growth and productivity.28 Correlation 
is not causation, but the connection is unlikely to 
be accidental or spurious. 

Second, other nations—such as China and India, ° 
from which signifcant numbers of STEM students 
in the United States originate—are investing 
more heavily in scientifc R&D. Individuals who 
have previously chosen to work and study in the 
United States may well take advantage of oppor-
tunities at home created by such investment in 
greater numbers. Foreign-born individuals work-
ing in the US STEM workforce may have family or 
personal ties in their nations of origin that tempt 
them to return. Foreign countries may also take 
steps that explicitly discourage their scientists 
and engineers from studying or working in the 
United States. 

Third, many security-sensitive jobs depend° 
on US citizens. In 2021, the US Department of 

Defense (DOD) noted that improving the capac-
ity and resilience of the defense industrial base 
requires more workers trained in STEM.29 It also 
observed that the dearth of trained software 
engineers working on classifed projects was in 
part because of the requirement that they are 
US citizens. In 2025, the aerospace and defense 
sector continued to face a severe talent short-
fall, with industry analysts estimating that about 
ffty thousand software and technology positions 
remain unflled.30 

According to analysts from the National Defense 
Industrial Association’s Emerging Technologies 
Institute and the Institute for Progress,31 the US 
defense industrial base relies on roughly 110,000 
foreign-born STEM graduates at any given time; of 
this number, 85 percent are naturalized citizens. As 
they conclude, “[US] Defense Department projects 
are disproportionately likely to turn to international 
talent [i.e., talent from foreign sources] for advanced 
STEM skills.” 

In promoting a more robust domestic contribution 
to building STEM expertise in America, it is sober-
ing to realize that the United States is also facing 
a decades-long decline in K–12 (kindergarten to 
twelfth grade) STEM profciency,32 with standard-
ized testing revealing declining scores in fourth-
and eighth-grade mathematics.33 While COVID-19 
disruptions account for some of the decline,34 the 
2024 National Assessment of Educational Progress 
(released in January 2025) shows that US math 
scores remain below pre-pandemic levels (as seen 
in fgure 11.3): Fourth-grade math scores have risen 
since 2022 but were still below their 2019 level, 
while eighth-grade math scores dropped compared 
with 2019. Reading scores fell from 2019 levels for 
both grades.35 This follows a twenty-year trend of 
diminishing US K–12 STEM profciency.36 

Another data point is found in the fve-year trend from 
the national ACT (American College Testing) test, a 
curriculum-based assessment of high school seniors 
tracking the mastery of college-readiness standards.37 
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relevant to their teaching assignment,39 and there is 
no reason to believe that the situation has improved 
since then. Further, one study from 2021 estimates 
the shortage of qualified STEM teachers in middle 
and high school at between 180,000 and 350,000.40 
Simultaneously, the annual production of new STEM 
teachers in America has declined, falling from about 
31,000 a decade ago to roughly 20,000 today.41 

When considering foreign sources of STEM talent, 
immigration policies affecting the labor force can 
make it harder to meet recruitment goals in industries 
like semiconductors, biotechnology, and sustainable 
energy. Foreign talent makes critical contributions to 
US STEM. 

R&D funding levels are also changing. Although 
America remains the single most prominent con-
tributor to global R&D, other nations — most notably 
China — are rapidly increasing their investments in 
this area. Geographic concentration of R&D expen-
diture continues its shift from the United States and 
Europe to East, Southeast, and South Asia.

Since 2020, scores on the college-readiness bench-
marks for mathematics and science have dropped 
monotonically. In 2024, only 29 percent of seniors 
met the readiness standard for mathematics, and only 
30 percent met the standard for science, highlighting 
a critical educational challenge for the nation’s eco-
nomic and technological competitiveness. 

Of particular concern is that only 7 percent of 
American teens scored in the highest level of math 
proficiency as measured in 2022 by the Program for 
International Student Assessment, a test to assess 
student ability to apply knowledge in real-world 
situations, administered by the Organisation for 
Economic Co-operation and Development. This is 
compared to 12 percent of Canadians and 41 percent 
of Singaporean teens scoring in the top category.38 

Adding to the challenge is a shortage of quali-
fied STEM educators in the United States. Even as 
early as 2012, about 30 percent of math teachers, 
26 percent of biology teachers, and 54 percent of 
physical science teachers lacked a major or degree 

FIGURE 11.3  National Assessment of Educational Progress scores over time

Source: National Assessment of Educational Progress
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THE LONG-TERM REACH OF UNIVERSITY 
RESEARCH

Research in number theory — a branch of pure 
mathematics — was undertaken for decades before 
it became foundational to modern cryptography. 
In the 1960s, academic research on perceptrons 
sought to develop a computational basis for under-
standing the activity of the human brain. (A percep-
tron is the simplest form of neural network; it has 
one layer of artificial neurons.) Although this line of 
research was abandoned after a decade or so, it 
ultimately gave rise to the work on deep learning in 
artificial intelligence several decades later. 

The term mRNA vaccines entered the public lexicon 
in 2021 when COVID-19 vaccines were released.a 
Yet development of these vaccines was built on uni-
versity research with a thirty-year history.  

Magnetic resonance imaging (MRI) was first discov-
ered in university studies in the 1940s, but it took 
another three decades of research, much of it uni-
versity based, for the first medical MRI imagers to 
emerge.

a.  Elie Dolgin, “The Tangled History of mRNA Vaccines,” 
Nature, October 22, 2021, https://www.nature.com/articles 
/d41586-021-02483-w.

Moreover, despite their vital contributions, universi-
ties face challenges due to the blurring line between 
fundamental and export-controlled research, which 
complicates international collaboration in fields 
such as semiconductors, nanotechnology, AI, and 
neuroscience. For example, some researchers worry 
that fundamental research, which should be a less 
sensitive area, could now be considered export con-
trolled, and they may shy away from foreign collab-
oration out of an abundance of caution. While well 
intended, these kinds of expanding restrictions may 
backfire in the long term, holding back US progress 
in key technological domains. Restrictions are not 

jobs, spurred economic growth, and supported a 
high standard of living while also achieving national 
goals for defense, health, and energy.49 It has also 
been a rich source of new ideas, particularly for 
the longer term, and universities are the primary 
source of graduates with advanced science and 
technology skills.

University R&D funding from all sources grew signifi-
cantly in 2023, reaching $108.8 billion — an 11.2 per-
cent increase from 202250 (though it is likely to now 
be significantly lower given recent funding cuts). 
While private-sector investment in technology and 
university research has increased, it cannot replace 
federal funding, which supports R&D focused on 
national and public issues rather than on commer-
cial viability.51 The US government remains uniquely 
capable of making large investments year after year 
in basic science at universities and national labo-
ratories, which is essential for future applications. 
Nevertheless, the proportion of academic R&D fund-
ing supported by the US government declined over 
the past decade, standing at 55 percent of total sup-
port for academic R&D in 2023, the most recent year 
with available data.52 

As a percentage of GDP, funding trends have also 
been negative. The fraction of GDP that goes to R&D 
could fairly be regarded as a seed corn investment 
in the future, yet federal R&D funding has fallen from 
1.86 percent of GDP in 1964 to just 0.63 percent of 
GDP in 2022.53 

Until 2025, a constrained budget environment was 
the primary driver of these negative funding trends. 
For example, the Creating Helpful Incentives to 
Produce Semiconductors (CHIPS) and Science Act of 
2022 authorized dramatically increased funding for 
basic research — about $53 billion — but Congress 
provided only $39 billion in the corresponding 
appropriation.54 The United States still funds more 
basic research than China, but Chinese investment is 
rising much more rapidly and will likely overtake that 
of the United States within a decade.55
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US policies that discourage immigration can reduce 
the infux of skilled workers, impacting the coun-
try’s capacity for innovation.44 They also shift skilled 
talent and multinational R&D investment to other 
countries, including strategic competitors such as 
China and also close allies such as Canada.45 This 
shift can sometimes force US companies to relocate 
abroad due to worker shortages.46 

Finally, many academic researchers are immigrants 
on student visas. STEM workers educated in the 
United States are more likely to have personal and, 
in many cases, citizenship loyalties to America and 
can fairly be regarded as more likely to remain in 
the country than to leave after completing their 
studies. But without offering them a clear route 
to permanent residence, the United States loses 
key teaching and research talent in vital STEM 
domains. 

Today, both domestic and foreign paths to grow-
ing the requisite talent base to sustain and grow US 
innovation face serious and rising challenges. The 
global competition for talent means that the United 
States must adopt a more strategic approach to 
leveraging international expertise, as connections 
between American science and technology efforts 
and those of the rest of the world will accelerate 
the nation’s progress in critical technology felds. To 
maintain and enhance its innovation capacity, the 
United States urgently needs to improve its own 
STEM education across all demographic groups, 
provide better pathways for skilled immigrants to 
remain in the United States, and invest more in 
human capital. 

Concerns about foreign appropriation of American 
intellectual efforts are not without foundation. But 
using a meat axe to make blunt, widespread cuts 
in opportunities for collaboration with foreign sci-
entists when a surgical scalpel could be used to 
address only the issues warranting serious concern 
is a sure way to undermine the effectiveness of US 
scientifc endeavors. 

Role of Universities in Technological 
Innovation 

Within the innovation ecosystem, universities play two 
unique and pivotal roles that are often underappreci-
ated. First, they have the mission of pursuing high-risk 
research openly that may not pay off in commercial or 
societal applications for a long time, if ever.47 (See the 
sidebar on the long-term reach of university research 
for some examples.) This openness accelerates dis-
covery by making study details, data, and results 
accessible to others. Private companies contribute 
to the innovation process, but universities and other 
research institutions are key to many advancements. 
One signifcant data point is that more than 80 percent 
of the algorithms used today—not just in AI but in 
all kinds of information technology—originated from 
sources other than industrial research.48 University 
openness magnifes educational and societal benefts 
by enabling other researchers to build on prior work, 
thus driving innovation forward. 

Second, as educational institutions, universities play 
the central role in developing STEM expertise within 
the next generation. Any long-term plan for STEM 
leadership globally must include efforts to sustain 
advantages that the United States has. For example, 
US higher education in STEM is still the best in the 
world. This leadership is reinforced by the strength 
of America’s university-based research enterprise: 
There is no better way to learn how to do state-of-
the-art research in STEM than to actively participate 
in such work. By providing students with hands-on 
research experiences, access to cutting-edge facil-
ities, and mentorship from leading experts, US uni-
versities can create an environment where the next 
generation of STEM leaders will fourish. 

Throughout history, government-supported univer-
sity research has played a key role in technologi-
cal advancements, from radar and proximity fuses 
during World War II to modern developments like 
AI and mRNA vaccines. It has generated knowledge 
whose exploitation has created new industries and 
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THE LONG-TERM REACH OF UNIVERSITY 
RESEARCH

Research in number theory — a branch of pure 
mathematics — was undertaken for decades before 
it became foundational to modern cryptography. 
In the 1960s, academic research on perceptrons 
sought to develop a computational basis for under-
standing the activity of the human brain. (A percep-
tron is the simplest form of neural network; it has 
one layer of artificial neurons.) Although this line of 
research was abandoned after a decade or so, it 
ultimately gave rise to the work on deep learning in 
artificial intelligence several decades later. 

The term mRNA vaccines entered the public lexicon 
in 2021 when COVID-19 vaccines were released.a 
Yet development of these vaccines was built on uni-
versity research with a thirty-year history.  

Magnetic resonance imaging (MRI) was first discov-
ered in university studies in the 1940s, but it took 
another three decades of research, much of it uni-
versity based, for the first medical MRI imagers to 
emerge.

a.  Elie Dolgin, “The Tangled History of mRNA Vaccines,” 
Nature, October 22, 2021, https://www.nature.com/articles 
/d41586-021-02483-w.

Moreover, despite their vital contributions, universi-
ties face challenges due to the blurring line between 
fundamental and export-controlled research, which 
complicates international collaboration in fields 
such as semiconductors, nanotechnology, AI, and 
neuroscience. For example, some researchers worry 
that fundamental research, which should be a less 
sensitive area, could now be considered export con-
trolled, and they may shy away from foreign collab-
oration out of an abundance of caution. While well 
intended, these kinds of expanding restrictions may 
backfire in the long term, holding back US progress 
in key technological domains. Restrictions are not 

jobs, spurred economic growth, and supported a 
high standard of living while also achieving national 
goals for defense, health, and energy.49 It has also 
been a rich source of new ideas, particularly for 
the longer term, and universities are the primary 
source of graduates with advanced science and 
technology skills.

University R&D funding from all sources grew signifi-
cantly in 2023, reaching $108.8 billion — an 11.2 per-
cent increase from 202250 (though it is likely to now 
be significantly lower given recent funding cuts). 
While private-sector investment in technology and 
university research has increased, it cannot replace 
federal funding, which supports R&D focused on 
national and public issues rather than on commer-
cial viability.51 The US government remains uniquely 
capable of making large investments year after year 
in basic science at universities and national labo-
ratories, which is essential for future applications. 
Nevertheless, the proportion of academic R&D fund-
ing supported by the US government declined over 
the past decade, standing at 55 percent of total sup-
port for academic R&D in 2023, the most recent year 
with available data.52 

As a percentage of GDP, funding trends have also 
been negative. The fraction of GDP that goes to R&D 
could fairly be regarded as a seed corn investment 
in the future, yet federal R&D funding has fallen from 
1.86 percent of GDP in 1964 to just 0.63 percent of 
GDP in 2022.53 

Until 2025, a constrained budget environment was 
the primary driver of these negative funding trends. 
For example, the Creating Helpful Incentives to 
Produce Semiconductors (CHIPS) and Science Act of 
2022 authorized dramatically increased funding for 
basic research — about $53 billion — but Congress 
provided only $39 billion in the corresponding 
appropriation.54 The United States still funds more 
basic research than China, but Chinese investment is 
rising much more rapidly and will likely overtake that 
of the United States within a decade.55

https://www.nature.com/articles
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the only challenge; policy ambiguity is also harm-
ful because it can discourage or deter collaboration 
with non-American researchers wishing to contribute 
to work in the United States. 

All of these policy issues, widely recognized among 
the research community and apparent in interviews 
with Stanford faculty for this publication, under-
score the urgent need for clarifcation and reform 
to advance research and promote effective interna-
tional collaborations. 

Finally, it is true that the US R&D landscape is vast, 
with major contributions from both private industry 
and the federal government. Historically, private 
research centers like Bell Labs and IBM’s Thomas J. 
Watson Research Center advanced foundational sci-
ence. However, most corporate R&D today is focused 
on applied, proprietary work with limited accessi-
bility. Federal labs and other government-backed 
research facilities, such as those run by the US 
Department of Energy (DOE), DOD, and NASA, 
tackle complex, mission-specifc challenges. But the 
research undertaken in the private sector and fed-
eral laboratories does not substitute for university 
research: Unlike mission-driven federal labs, uni-
versities pursue a broad range of research topics, 
and unlike the private sector, they emphasize open, 
transparent research that fosters accountability, col-
laboration, and wide-reaching impact. 

The Structure of Research and 
Development Funding 

The scale of investment that nations make in R&D 
matters, but it is also critical how that money is allo-
cated. First, the government plays an important 
role in funding long-term precompetitive research 
that industry is not structured to support. Second, 
frequent shifts in funding levels, which are becom-
ing increasingly common in government funding, 
undermine systematic R&D efforts and drive away 
scientifc talent that opts to fnd employment else-
where. Third, the so-called valley of death, a period 
after the engineering feasibility of an innovation has 

been demonstrated but before large-scale adoption 
and commercial viability has been achieved, is a sig-
nifcant problem. 

That valley exists because when a new innovation is 
frst offered to customers, its cost relative to what it 
is capable of can be a deterrent to adoption. High 
initial costs can put off the public from purchasing or 
using the innovation, potentially leading to a frm’s 
commercial failure in the absence of external funding. 
However, as production volume increases, per-unit 
costs typically decrease due to the learning curve in 
manufacturing. This cost reduction is critical, espe-
cially in sectors like energy production, where large-
scale deployment offers signifcant societal benefts. 

The problem is that researchers and young compa-
nies trying to reach this point must frst fnd ways 
to scale their activities to demonstrate their innova-
tions’ capabilities at scale—and raising money to do 
this can be challenging. Research funding typically 
ceases once the feasibility of a technology has been 
demonstrated. If no alternative sources of money 
are found—or if those available are not suffcient to 
get projects to critical scale—then those projects 
may have to stop or progress much more slowly. In 
some cases, innovations never scale beyond the ini-
tial stages of development, regardless of their tech-
nical sophistication or desirability. 

For a frm to get through this valley of death, it must 
either secure investors who believe in the innova-
tion’s potential or attract enough customers to sus-
tain operations. True commercial viability typically 
requires reducing per-unit costs to an affordable 
level for most customers. This can be particularly 
challenging for projects that require very large cap-
ital investments. 

Bridge funding, which could come from government 
entities, banks, or other sources, may help to estab-
lish commercial viability, but it is an ongoing chal-
lenge to distinguish between genuinely promising 
innovations and those that appear to be innovative 
but are not commercially viable. Firms failing to 
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cross the valley of death could be acquired by for-
eign competitors from China and other nations with 
a greater willingness to invest in a technology not 
yet proven in the marketplace. 

Focused research organizations (FROs) are a new 
nonproft funding model designed to bridge the 
valley of death by providing fnancial support to 
teams of scientists and engineers for rapid proto-
typing and testing of technologies that advance 
the public good. Convergent Research, a nonproft 
established in 2021 to support FROs, received 
$50 million in philanthropic donations in March 2023 
to start two new FROs.56 

Infrastructure for Innovation 
KEY TAKEAWAYS 

Standards enable interoperability, lower costs, ° 
and support global trade, but they can also stife 
innovation and be manipulated for market control 
or geopolitical advantage. 

Manufacturing is vital for economic resilience and ° 
security, especially amid global supply chain dis-
ruptions and strategic competition with China and 
other nations. Technological advances like robot-
ics and AI are reshaping production, while policies 
such as the CHIPS and Science Act of 2022 aim to 
boost domestic capacity. 

Cybersecurity protects data, systems, and intel-° 
lectual property from threats, ensuring research 
integrity and confdentiality. However, maintain-
ing robust security can confict with the open cul-
ture of research environments. 

Standards 

Standards are agreements—often formal ones—that 
specify technical or other requirements for products, 

processes, or services. Their primary function is to 
ensure that different systems and components are 
interoperable (i.e., they can work together effec-
tively). Examples include standardized shipping 
containers, which revolutionized global logistics, 
and universal information technology protocols, like 
Universal Serial Bus (USB) and internet-related stan-
dards, which facilitate a high degree of compatibility 
across devices and networks. 

Standards play a key role in enabling the diffusion 
of new technologies and are a foundational ele-
ment of modern economies. They provide common 
frameworks that facilitate interoperability, compat-
ibility, and safety, which are essential for scaling 
innovations from isolated prototypes to widespread 
adoption. However, while standards offer signifcant 
benefts, they also present challenges, including 
potential constraints on innovation, market power 
imbalances, and geopolitical complexities. 

Research has shown that standards lower transaction 
costs, reduce uncertainty for producers and consum-
ers, and enable the creation of large, interconnected 
markets.57 Also, by codifying knowledge and best 
practices through consensus-based processes, they 
often play an important role in transforming scientifc 
discoveries into commercial technologies, products, 
and services.58 Standards streamline coordination by 
minimizing ambiguity in performance expectations 
and by supporting interoperability, which in turn 
accelerates market uptake. 

Another key function of standards is to foster trust. 
Quality and safety standards mitigate the risks asso-
ciated with innovative products, reducing uncertainty 
and bridging information gaps between develop-
ers and users.59 Such trust facilitates early adoption 
and can contribute to the success of new technolo-
gies in the marketplace. For example, in the 1980s 
and 1990s, Europe’s early adoption of the Global 
System for Mobile Communications (GSM) standard 
enabled rapid technical development, swift deploy-
ment, and seamless cross-border roaming, helping 
Europe quickly become a global telecom leader. 
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Overall, the economic impact of standards is sub-
stantial. Empirical studies across countries such as 
Germany, France, Australia, the United Kingdom, and 
Canada estimate that standards contribute between 
0.2 and 0.9 percent to annual GDP growth.60 They 
can also play a strategic role in national competi-
tiveness. Countries that actively participate in inter-
national standard-setting bodies can infuence the 
direction of technological development and ensure 
that their domestic industries are well positioned in 
global markets. 

While they provide many benefts, standards also 
present challenges, including potential constraints on 
innovation, market power imbalances, and geopoliti-
cal complexities. One often-expressed concern is that 
prematurely deploying a set of standards may stife 
innovation by locking in a particular technology or 
approach, making it diffcult for newer, radically differ-
ent, and potentially superior solutions to gain traction. 

For example, the widespread use of the QWERTY 
keyboard—originally designed for mechanical type-
writers in the nineteenth century—continues despite 
well-documented evidence that alternative layouts 
are signifcantly easier to learn and allow faster 
typing. The main reason the QWERTY layout remains 
dominant is that switching to another layout is seen 
as too costly for individuals and organizations. 

Furthermore, the standardization process is often 
time and resource intensive, and dominant frms may 
use their infuence to ensure standards favor their 
proprietary technologies, raising rivals’ costs and 
creating barriers to entry. This can lead to market 

concentration, reduced competition, and the risk of 
industries becoming locked into aging solutions. 

This history of “standards wars” between incompati-
ble technologies illustrates how, when no clear stan-
dard prevails, competing standards can fragment 
markets and slow global diffusion.61 The videotape 
format war between VHS (Video Home System) and 
Betamax in the late 1970s into the 1980s is a clas-
sic example. Betamax had better picture quality but 
shorter recording times, higher costs, and restrictive 
licensing. VHS offered longer recording times, lower 
prices, and open licensing, attracting more manu-
facturers and broader studio support. For years, 
both formats coexisted, forcing consumers and 
retailers into incompatible ecosystems. VHS’s advan-
tages eventually secured dominance, thus forcing 
Betamax users to convert to VHS and to lose their 
original investments.62 

Finally, standardization is increasingly entangled with 
global geopolitical competition, as countries vie for 
infuence in international standards bodies to shape 
rules that favor domestic frms. This can lead to the 
emergence of competing standards regimes, under-
mining global interoperability and raising the com-
plexity and cost of doing business internationally. 

Manufacturing 

Manufacturing plays an increasingly critical role in the 
US economy and national security, driven by a rap-
idly evolving geopolitical landscape and the growing 
recognition of vulnerabilities in global supply chains. 
Strategic competition with China has intensifed US 

This history of “standards wars” between incompatible 
technologies illustrates how . . . competing standards can 
fragment markets and slow global diffusion. 
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concerns over economic security and technological 
leadership, especially as China advances in semicon-
ductors, AI, and clean energy. Partly in response, the 
United States is prioritizing domestic manufacturing 
to reduce reliance on foreign sources and to better 
protect critical technologies.63 

Recent global events, such as the COVID-19 pan-
demic and increased use of export restrictions, 
have exposed the fragility of international supply 
chains and revealed how disruptions abroad can 
have immediate and severe impacts on the avail-
ability of essential goods in the United States. This 
has led policymakers and industry leaders to focus 
on expanding domestic production capacity and 
achieving greater technological self-suffciency. 

On the supply side, technology innovation is driving 
a manufacturing renaissance. Advances in robotics, 
AI, additive manufacturing (3-D printing), advanced 
materials (see chapter 5, on materials science), and 
big data analytics are transforming how goods are 
designed, produced, and delivered. These technol-
ogies enable greater customization, faster prototyp-
ing, and more effcient production. Automation and 
AI may also offset labor cost advantages that previ-
ously favored offshoring. 

Manufacturing is closely linked to national security. A 
strong domestic manufacturing base would ensure 
that the United States can produce critical defense 
systems at signifcant scale, maintain technologi-
cal superiority, and respond to emerging threats. 
It would also reduce risks such as espionage, intel-
lectual property theft, and supply chain subversion 
that are often associated with foreign manufactur-
ers. Additionally, manufacturing supports millions of 
jobs, drives innovation, and stabilizes supply chains 
across the economy. 

Revitalizing US manufacturing is a prospect that 
enjoys bipartisan support. For example, under the 
Biden administration, the CHIPS and Science Act 
was passed in 2022. It was intended to return a 
signifcant amount of chip fabrication to American 

shores. Similarly, the Trump administration’s Made 
in America Manufacturing Initiative is intended to 
encourage and enable domestic manufacturers— 
especially small and midsize frms—to become pre-
ferred suppliers for government contracts, particu-
larly in critical sectors like aerospace, defense, and 
energy. 

Cybersecurity 

Cybersecurity encompasses the technologies, pro-
cesses, and policies that protect computer systems, 
networks, and the information they contain from 
malicious activities by adversaries or unscrupulous 
actors. The feld centers on the protection of three 
core principles: confdentiality, integrity, and avail-
ability. Confdentiality ensures data privacy, prevent-
ing unauthorized disclosure. Integrity maintains data 
and program accuracy, guarding against unautho-
rized alterations. Availability ensures data and com-
puting resources are accessible to authorized users, 
especially during critical times. 

Initially, cybersecurity as a technical discipline focused 
on secure programming languages and robust soft-
ware architectures, which created systems more 
resistant to threats like malware and advanced cyber-
attacks. As the internet expanded, and networked 
devices proliferated, the scope of cybersecurity 
broadened to include the protection of infrastructure 
that supports data transmission and storage. The 
feld has since evolved to address new challenges, 
including social engineering attacks, digital misinfor-
mation, information warfare, and the risks posed by 
AI at both the human and system levels. (The devel-
opment and use of foundational AI models introduce 
additional cybersecurity risks, as discussed in chap-
ter 3, on cryptography and computer security.) 

As a national-level issue, cybersecurity policy mea-
sures are often associated with private-sector busi-
nesses and government. But cybersecurity is also a 
critical concern for R&D in academia and industry. 
In research settings, one major concern is ensur-
ing the integrity of scientifc data. The deletion, 
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destruction, or subtle alteration of research data can 
undermine scientifc progress by wasting resources 
or undermining the validity of results. Computer 
programs used in research are similarly vulnerable; 
minor, undetected changes in them can call into 
question the accuracy of previously collected or 
analyzed data. 

Protecting the confdentiality of work prod-
ucts—such as datasets and draft working papers—is 
equally important. Unauthorized access to confden-
tial datasets can breach agreements and compro-
mise academic integrity, while premature disclosure 
of draft research can undermine claims of priority 
and reveal incomplete or inconsistent fndings. 
Computers that manage laboratory data collec-
tion are susceptible to attacks that could disrupt 
research continuity by corrupting data or damaging 
equipment. 

While technical safeguards exist to address these 
cybersecurity challenges, maintaining them in aca-
demic settings requires substantial management 
effort. The informal, collegial, and fexible culture 
common in research labs often views rigorous secu-
rity practices as disruptive, which can lead to resis-
tance to them or to inconsistent implementation. 

Another growing threat involves the selective target-
ing of personnel working on key research projects. 
Researchers may face cyber harassment, fnancial 
compromise, or threats to family members. Attacks 
on professional ethics through social media or online 
forums can damage reputations, cause personal dis-
tress, and reduce productivity. 

Addressing these multifaceted cybersecurity chal-
lenges requires a careful balance between robust 
protection and the need for open, collaborative 
research environments. Effective cybersecurity pol-
icies and practices must be adaptable, recognizing 
the unique risks and cultural dynamics present in 
academic and research settings while ensuring the 
integrity, confdentiality, and availability of critical 
information and systems. 
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