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CRYPTOGRAPHY AND 
COMPUTER SECURITY 

° Cryptography is essential for protecting infor-
mation, but alone it cannot secure cyberspace 
against all threats; it must operate in concert with 
the broader feld of computer security. 

° Cryptography is the enabling technology of 
blockchain, which is the enabling technology of 
cryptocurrencies. 

° Rather than pursue a central bank digital cur-
rency, the United States has adopted a policy 
preference for privately issued digital assets, pro-
moting stablecoins and cryptocurrencies as vehi-
cles for fnancial innovation and resilience. 

KEY TAKEAWAYS Overview 
The word cryptography originates from Greek words 
that mean “secret writing.” Once limited to simple 
codes and ciphers, it now relies on advanced math-
ematics to protect data from unauthorized access or 
tampering.1 Though largely invisible, cryptography 
secures many everyday interactions, from online 
shopping to cell phone calls. 

Cryptography is essential for internet activity—from 
messaging and banking to everyday browsing—but 
it cannot, on its own, guarantee the confdentiality, 
integrity, or availability of information. Various vul-
nerabilities ensure that cybersecurity will remain an 
ongoing challenge. These include technical vulner-
abilities in the digital systems that humans operate 
and use; human vulnerabilities, such as the tendency 
to bypass security mechanisms because using them 
is considered inconvenient; and strong incentives for 
attackers. 
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 Cryptography is essential for internet activity — 
from messaging and banking to everyday browsing. 

Cryptography Basics: Public Keys, 
Private Keys, and Hashes 

Here’s an example of how cryptography works: 
Drew wants to send a private message to Taylor. She 
scrambles (encrypts) the message using an encryp-
tion algorithm and sends the scrambled (ciphertext) 
version. When Taylor receives it, he unscrambles 
(decrypts) it to recover the original (plaintext) mes-
sage. Ellen, an eavesdropper, tries to intercept the 
message and must fnd a way to break the cryp-
tographic protection to see the plaintext. 

One example of an encryption algorithm is the shift 
cipher, where each letter is replaced by one N posi-
tions later in the alphabet. If N = 2, A in the plain-
text becomes C in the ciphertext, B becomes D, 
and so on. If N = 3, A becomes D. To decrypt the 
ciphertext, Taylor must know that the algorithm was 
the shift cipher and the key N—so if he sees C and 
knows N = 2, he writes down A. (Modern encryption 
is far more secure and complex than this example 
but also harder to explain.) 

Both Drew and Taylor must share a secret: N, the 
cryptographic key—a string of digits used for both 
encryption and decryption. They must also know that 
the algorithm is the shift cipher. If Ellen learns both 
the algorithm and key, she can decrypt the message. 
This type of encryption, where the same key is used 
by both parties, is known as symmetric or secret-key 
cryptography. It requires secure key distribution—a 
way to share keys with intended recipients while 
keeping them from others. 

Symmetric cryptography poses a practical problem: 
Parties have to meet in person to exchange secret 
keys before communicating securely. Imagine having 

to meet every phone contact face to face before 
speaking. In the 1970s, Stanford professor Martin 
Hellman and Whitfeld Diffe introduced asymmetric, 
or public-key, cryptography. This uses two keys: a 
public key, which anyone can use to encrypt a mes-
sage and can be distributed over insecure channels, 
and a private key, known only to the intended recip-
ient (see fgure 3.1), which is needed to decrypt it. 
Although the keys are mathematically linked, deriv-
ing the private key from the public key would take 
longer than the age of the universe (unless quantum 
computing changes that, as discussed later in this 
chapter; for an in-depth discussion of quantum com-
puting, see chapter 7, on quantum technologies). 

Cryptography also enables the creation of secure 
hashes. A hash accepts a message of any length 
and computes a unique fxed-length string of num-
bers—called the hash value—corresponding to 
that message. Hashes have two key properties: It is 
extremely diffcult to fnd another message with the 
same hash value, and it is infeasible to recover the 
original message from the hash value alone. 

Using a secure hash function, the sender can use 
public-key cryptography to ensure integrity (protec-
tion against tampering) and identity (the message 
originated from the stated sender). 

To illustrate, Alice (the sender) frst computes the 
hash value of her message. Next, she encrypts the 
hash value with her private key, a process analogous 
to signing a document, generating a digital signature 
of the message’s hash.2 Alice then sends the mes-
sage and its digital signature to Bob (the receiver). 

Once Bob receives it, he can recover the hash value 
for the message that Alice purportedly sent and 



  

  

  

  

 

 

 

compare that value to his own computation of the 
hash value. If these match, Bob can be assured that 
the message has not been altered in transmission 
and that Alice sent it, since only Alice could have 
used her private key to create a digital signature of 
the message’s hash. 

Messages can also be digitally time stamped. A 
known authoritative time and date server—such as 
the Internet Time Service, operated by the National 
Institute of Standards and Technology—accepts a 
message, appends the current date and time, and 
then provides a digital signature for the stamped 
message. 

Computer Security 

Computer security traditionally focuses on safe-
guarding computer systems against unauthorized 
access and misuse. It emphasizes the core principles 

of confdentiality, integrity, and availability—with 
all three also known collectively as the CIA triad. 
Confdentiality refers to the privacy of data (i.e., pre-
venting unauthorized disclosure). Integrity refers to 
preserving data (i.e., guarding against unauthorized 
alterations). Availability refers to data and resources 
being accessible to authorized users, especially 
during critical times. 

Historically, computer security focused on protect-
ing individual machines from actions perpetrated by 
malicious actors, whether individuals or states. Over 
time, the focus has expanded—frst to securing the 
infrastructure of increasingly networked systems and 
now to addressing vulnerabilities in machine learn-
ing (ML) models. Cryptography is one of many tools 
whose use can enhance computer security. However, 
the protections afforded by even perfect cryptogra-
phy can often be circumvented by taking advantage 
of vulnerabilities in the computer systems on which 

FIGURE 3.1  How public­key cryptography works 
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that cryptography is implemented. For example, if 
an intercepted encrypted message is too hard to 
decrypt, the attacker’s focus will most likely be on 
exploiting vulnerabilities in computer security to 
obtain the message before the sender encrypts it or 
after the receiver decrypts it. 

Thus, cryptography and security are inseparable, 
and using cryptography is by no means a guarantee 
of security. 

Blockchain Technology 

A blockchain is a chain of digital blocks, each con-
taining a transaction and a cryptographic hash of 
the previous block. This links every block (except the 
frst) to its predecessor. As new transactions occur, 
new blocks are added, extending the chain. 

Blockchains are distributed across thousands of com-
puters, ensuring they are highly decentralized. They 
enable multiple parties to coordinate transactions 
without a central trusted authority—a common need 
in fnancial settings. Transactions recorded on them 
cannot be altered retroactively without detection. 
Because blockchains are widely distributed across 
thousands of computers, they are always accessible: 
Anyone can deploy or interact with applications, and 
no one can block access to them. Data on block-
chains cannot be erased; later transactions may cor-
rect errors, but the original record remains. 

The distributed nature of blockchains also increases 
security. A new transaction on a blockchain is broad-
cast to every party in the network, each of which has 
a replica of the entire blockchain (see fgure 3.2). Each 
party then tries to validate the new transaction. These 
replicas may not be fully synchronized; some might 
have received the new transaction, while others may 
have not. To ensure that all replicas are identical, block-
chains use consensus mechanisms to agree on the 
correct information. Ethereum, for example, accepts 
transactions that have been validated by two-thirds of 
the participants. Blockchains are designed with eco-
nomic incentives for replicas to behave honestly. 

Applications that run on a blockchain are called smart 
contracts—computer programs that are always avail-
able and whose execution cannot be reversed. They 
can implement fnancial instruments, record owner-
ship of digital assets, or support marketplaces for 
buying and selling. Smart contracts are also compos-
able: One contract can use another, enabling a vibrant 
ecosystem where projects build on each other. Once 
deployed, the contracts remain available indefnitely. 
This is in contrast to cloud applications, which disap-
pear when developers stop paying hosting fees. 

Key Developments 
A Host of Blockchain Applications 

Blockchain technology was developed decades ago 
but has recently been used for a variety of applica-
tions. Many of these are operational today, though 
they are often at limited scale. (For a more compre-
hensive discussion of examples, see the chapter 
on cryptography in the 2025 Stanford Emerging 
Technology Review [SETR].) Some current examples 
include the following: 

Time stamping and data provenance Because° 
data written to a blockchain cannot be modifed 
or removed, blockchains provide a secure mecha-
nism for data provenance and time stamping. For 
instance, creators can post cryptographic hashes 
of work to a blockchain to establish authorship or 
creation dates. 

Identity management Blockchains enable secure ° 
storage and selective disclosure of personal 
records (e.g., diplomas, birth certifcates, fnan-
cial records), allowing users to prove facts—such 
as being of a certain age—without revealing sen-
sitive details (such as their actual age). One such 
application, SpruceID, is already being deployed.3 

Supply chain management Blockchains pro-° 
vide a transparent and secure way to track the 
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FIGURE 3.2  How a blockchain manages transactions 

A wants to send money The transaction is represented The block is broadcast to 
to B online as a “block” every party in the network 
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conÿrm the validity of to the chain, which provides A to B 
the transaction an indelible and transparent 

record of transactions 

B 

movement of goods and their origin and quantity 
in industries ranging from luxury goods to food 
labeling. 

Transactional records Storing contracts or sales° 
records on blockchains can reduce fraud, simplify 
auditing, and streamline operations. 

Cryptocurrencies These are digital instruments ° 
that many people use as a medium of exchange. 
Well-known ones include Bitcoin, Ethereum, 
Avalanche, and Polygon, each of which has its 
own unique features and applications. Because 
they are not issued by any central authority, they 

are not subject to the same national regulatory 
regimes that govern traditional currencies (i.e., 
so-called fat currencies). 

Cryptocurrencies use a blockchain structure to 
ensure the integrity and immutability of transaction 
data, making it resistant to fraud and counterfeiting 
and reducing its susceptibility to government inter-
ference or manipulation. Contrary to a common 
belief, cryptocurrencies can, but do not have to, 
support private or secret transactions. Indeed, the 
most popular cryptocurrencies deliberately do not 
hide the details of their transactions. Those who 
transact in cryptocurrencies often wish to exchange 
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their instruments for fat currency (e.g., real dollars) 
and generally use a cryptocurrency exchange to 
do so. 

Secure Computation 

The feld of cryptography has also expanded in 
scope to include secure computation, which enables 
multiple parties to jointly compute functions where 
the inputs from each party are kept secret from the 
others. Secure computation enables data privacy 
during computation, ensuring that no party learns 
more information about the other parties’ inputs 
than what can be inferred from the result alone. It 
also allows users to prove they possess knowledge 
of a statement without having to disclose the actual 
content of that statement. (For a more detailed 
explanation of secure computation with illustrative 
examples and explanations, see the chapter on 
cryptography in SETR 2025.) A few representative 
applications include the following: 

Private statistics Stanford’s Prio system lets° 
users contribute data, such as COVID-19 expo-
sure status, to an aggregate total without disclos-
ing individual responses.6 

Financial privacy Banks can collaborate to° 
detect fraud patterns across institutions without 
revealing individual customer records. 

Privacy­preserving auctions These can deter-° 
mine a winner without exposing losing bids, 
maintaining fairness while protecting private 
fnancial information. 

Zero-Knowledge Proofs 

Zero-knowledge proofs are cryptographic protocols 
that allow one party (the prover) to convince another 
(the verifer) that a statement is true without reveal-
ing why it is true. For example, someone can prove 
they know a password or have enough funds for a 
purchase without disclosing the password or the 
amount of money. This privacy-preserving technique 

has moved from theory into real-world applications, 
such as the following: 

Banking The cryptocurrency Zcash uses zero-° 
knowledge proofs to let users prove they can 
afford a transaction without having to reveal their 
account balance.4 

Provenance for digital images The Coalition° 
for Content Provenance and Authenticity employs 
zero-knowledge proofs to ensure that an image 
was captured by a verifed camera and under-
went only permitted edits—without trusting the 
editing software itself.5 

Cooperative tracking and verifcation of num­° 
bers of tactical nuclear warheads Experimental 
systems have used zero-knowledge proofs to 
track changes in warhead status while concealing 
sensitive military information. Though the use has 
not yet been adopted in formal treaties, its feasi-
bility in principle has been demonstrated.6 

A more detailed introduction to zero-knowledge 
proofs and their use cases is available in the chapter 
on cryptography in SETR 2025. 

Over the Horizon 
Impact of Cryptography 

The applications described above suggest a broad 
range of possibilities for cryptographically enabled 
data management services. Whether we will see 
their widespread deployment depends on compli-
cated decisions about economic feasibility, costs, 
regulations, and ease of use. 

Misaligned incentives can affect how fast innovations 
are deployed. Some of the applications described 
above provide signifcant benefts for the parties 
whose data can be better protected and kept more 
private. But existing companies, having built their 
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FIGURE 3.3  How adversarial noise can fool image classifiers 

+ = 

Cat Adversarial noise Guacamole 

Adding carefully crafted noise (center) to an image of a cat (left) produces an altered 
version (right) that looks identical to humans but can cause a model to misclassify 
it—for example, as guacamole. 

Source: Neil Alexander Perry 

business models on legacy systems that ingest all 
their customers’ data, have no incentive to change 
their practices. They are the ones who would have 
to pay for these privacy-protecting capabilities, yet 
they would not beneft from their adoption. 

Widespread deployment will also require confdence 
that proposed innovations will work as advertised 
(i.e., would-be users of these innovations must have 
confdence in them). But concepts such as secure 
computation and zero-knowledge proofs are math 
heavy and counterintuitive to most people. Getting 
policymakers, consumers, and regulators to place 
their trust in these applications will be challenging. 

Machine Learning Security: Adversarial 
Risks and Systemic Vulnerabilities 

As ML systems move into high-stakes settings— 
including autonomous vehicles, fnancial platforms, 
and healthcare diagnostics—their security under 
adversarial conditions is becoming a critical concern 
(for more, see chapter 1, on AI). In an ML system, 
small, malicious changes to inputs can cause large, 
unexpected model failures. These brittle responses 
undermine trust in a system’s ability to operate safely 
in environments where reliability is paramount. 

This fragility stems from a core asymmetry. While 
ML performs well on the inputs that most average 

users would give it, it often fails on inputs that are 
crafted by deliberately malicious adversaries. In 
other words: ML systems are great for random data, 
but they often perform poorly when confronted with 
deliberately crafted adversarial data. 

ATTACKS ON ML SYSTEMS 
Researchers have identifed attacks targeting every 
stage of the ML pipeline: 

Training-time attacks corrupt models during ° 
learning. Carefully altering even a single image in 
a dataset of ten thousand can lead to persistent 
misclassifcations—such as labeling images of 
dogs as fsh.7 These techniques, once confned to 
research, now appear in the real world. The tool 
Nightshade deliberately allows artists to corrupt 
images before posting them online, sabotaging 
unauthorized AI training on scraped content.8 

Inference-time attacks occur after deployment. ° 
An attacker may introduce “noise”—tiny, imper-
ceptible modifcations to data that cause the 
model to produce incorrect outputs.9 For exam-
ple, making small alterations to the pixels in a 
cat image can make the model label the image 
as guacamole (fgure 3.3). The key point is that 
such attacks—repeatedly shown to be possible 
over the past several years—demonstrate that a 
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model can sometimes be tricked into errors that 
would be obvious to humans. Imagine the risk 
if an adversary could make a military reconnais-
sance system mistake tanks for school buses or 
induce an airport security scanner to mistake a 
gun for a notebook. 

These threats extend beyond images. For exam-
ple, because large language models (LLMs) cannot 
distinguish between inputs intended as data versus 
inputs intended as commands, they may interpret 
a phrase embedded in data as a command, which 
may be hostile or malicious rather than benign. 
For example, this strategy—which is an instance of 
a well-known hacker technique known as prompt 
injection—could result in getting LLMs to leak conf-
dential information, ignore safety constraints, or per-
form unintended actions.10 As these models become 
linked to tools like email and payments, such attacks 
carry more risk.11 As AI agents—autonomous AI soft-
ware programs that have access to important data 
or controls—become increasingly popular, there is a 
growing risk that these could be “tricked” by mali-
cious content on the internet. 

EMERGING RISKS AND THE SECURITY GAP 
The rapid deployment of AI systems has outpaced 
available security solutions. Traditional techniques 
from computer security and common defenses like 
input fltering offer only partial protection and often 
shift the vulnerability elsewhere. For example, if 
inputs are digitally fltered for safety, attackers may 
instead target the software flters themselves, which 
are often susceptible to similar exploits. Some 
researchers are now exploring new defenses for 
inference-time threats, such as isolation to protect 
sensitive components and data from being compro-
mised by malicious or untrusted inputs.12 Another 
defense involves using stricter control fows that 
explicitly manage how decisions, loops, branches, 
and data interactions occur to help ensure a sys-
tem’s predictable, secure, and reliable operation.13 

To secure the training process, other efforts focus 
on hardware safeguards, such as trusted execution 

environments—secure zones within a host system 
that preserve data confdentiality and computational 
integrity even if the system is compromised. Stanford 
researchers are developing auditable training pipe-
lines that log each intermediate step in training. This 
enables users to verify the model’s training process 
(e.g., to ensure that the data on which it was trained 
was not compromised in some way) and trace cer-
tain security issues back to their origin when prob-
lems arise.14 

All of these defenses remain in their early stages. 
No current approach offers broad protection across 
all tasks, data types, or adversarial techniques. The 
feld remains in an arms race: New attacks emerge 
rapidly, while robust, scalable defenses continue to 
lag behind. In this landscape, any claim to deploy 
ML to solve a problem should prompt an immedi-
ate question: What have you done about adversarial 
inputs and attacks? 

DUAL­USE CAPABILITIES AND 
MODEL INTEGRITY 
LLMs raise classic dual-use concerns. Their ability to 
identify software vulnerabilities can assist defend-
ers in fxing systems—or can arm attackers to more 
easily exploit vulnerabilities. Studies show LLM-
based agents can already solve many standardized 
cybersecurity tasks, rivaling novice human hackers.15 

Whether they will ultimately favor offense or defense 
remains uncertain. Their use in software develop-
ment can accelerate productivity but also create 
new vulnerabilities. For example, LLMs often gener-
ate insecure or outdated code, especially when they 
are used by nonexperts who lack awareness of best 
practices.16 

Even after they are deployed, models remain 
vulnerable to extraction attacks. These involve 
adversaries reconstructing similar models through 
repeated queries of a target model, enabling them 
to gather training data that the original model 
uses.17 This threatens both intellectual property 
and the safeguards meant to prevent misuse of the 
target model. This issue is further compounded 
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Bitcoin mining uses more energy than the Netherlands. 

by the phenomenon of transferability, where an 
attack on one model often works on similar models. 
Transferability means that attackers don’t need 
internal access to the original model to succeed. It 
also means that similar models can be constructed 
to aid in the development of attacks on the original 
model, regardless of the protections and safeguards 
embedded in the original. 

Policy Issues 
Research Infrastructure 

Although cryptography is fundamentally a math-
ematical discipline, it requires both human talent 
and substantial computing resources to examine the 
effciency of new techniques, write computationally 
expensive software such as zero-knowledge provers, 
and conduct comprehensive scans of the internet. 
Progress also relies on interdisciplinary centers that 
bring together faculty from different felds to share 
problem sets and understand the potential bene-
fts of cryptographically enabled techniques and 
approaches. 

Research is funded by both the US government and 
private industry, but funding from the US govern-
ment is subject to many requirements that increase 
the diffculty of proposal submission manyfold (as 
much as by a factor of sixty). Thus, research faculty 
often prefer arrangements with the private sector, 
which tend to be much simpler. On the other hand, 
only the US government is able to fund research that 
may not pay off for many years (as in the case of 
quantum computing). 

EXCEPTIONAL ACCESS 
Exceptional access regulations would require com-
munications carriers and technology vendors to 
provide US law enforcement agencies access to 
encrypted information (both data storage and 
communications) under specifc legal conditions. 
Opponents of exceptional access argue that imple-
menting this capability inevitably weakens the secu-
rity afforded by encryption to everyone. Supporters 
of exceptional access do not debate this technical 
assessment: It is true that exceptional access, by 
defnition, weakens encryption. However, they argue 
that even if lower security is the result of implement-
ing exceptional access, that price is worth the bene-
fts to law enforcement.18 

ENERGY CONSUMPTION 
Bitcoin, an older cryptocurrency and today the 
dominant one, consumes an enormous amount 
of energy; Bitcoin mining uses more energy than 
the Netherlands.19 For this reason, newer block-
chains—notably Ethereum—are designed to use far 
less energy; today Ethereum’s annual energy use is 
less than a ten-thousandth of YouTube’s annual con-
sumption. But Ethereum’s market capitalization is 
less than half that of Bitcoin, and it remains to be 
seen whether any less energy-intensive cryptocur-
rency will displace the latter. 

QUANTUM COMPUTING AND CRYPTOGRAPHY 
Current public-key cryptography is based on the 
extraordinarily long times—ones comparable to 
the age of the universe—today’s computers require 
to derive a private key from its public-key counter-
part. When realized, quantum computing (discussed 
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more fully in chapter 7, on quantum technologies) 
will pose a signifcant threat to today’s public-key 
algorithms. Experts disagree on how long it will 
take to build quantum computers that are capable 
of this, but under the May 2022 National Security 
Memorandum 10, Promoting US Leadership in 
Quantum Computing While Mitigating Risks to 
Vulnerable Cryptographic Systems, the US gov-
ernment has initiated the transition to quantum-
resistant public-key algorithms. Many experts in the 
feld expect quantum-resistant algorithms will be 
widely available by the time quantum computing 
comes online. 

At the intersection of quantum computing and 
cryptography are two important issues: (1) that 
support for the transition to a quantum-resistant 
encryption environment should continue with 
urgency and focus, and (2) that messages protected 
by pre-quantum cryptography will be vulnerable in 
a post-quantum world. If those messages have been 
saved by adversaries (which is likely in the case of 
parties like Russia), those bad actors will be able 
to read a host of old messages. Containing secrets 
from the past, they may reveal embarrassments 
and dangers with potentially detrimental policy 
implications.20 

CRYPTOCURRENCIES AND THE EMERGING 
US POLICY APPROACH 
While many countries are pursuing central bank dig-
ital currencies (CBDCs) to modernize their fnancial 
systems, the United States is taking a markedly dif-
ferent path. CBDCs are cryptography-based curren-
cies issued by central banks, with legal tender status 
and value tied to a nation’s traditional currency. They 
promise fast, low-cost payments with centralized 
oversight. Advocates cite benefts such as greater 
fnancial inclusion, lower cross-border costs, and pre-
serving the dollar’s global role—especially as rivals 
like China advance their own CBDCs. Critics, how-
ever, warn of privacy risks, centralized surveillance, 
and excessive government control. (For a full discus-
sion of CBDCs, see the chapter on cryptography in 
SETR 2025.) 

Departing from earlier policy, the Trump administra-
tion has signaled support for privately issued crypto-
currencies over a CBDC. In January 2025, it issued an 
Executive Order (EO) on Digital Assets that revoked 
President Biden’s 2022 EO 14067, which had pro-
moted CBDC exploration, consumer protection, and 
anti–illicit fnance measures. The new order explic-
itly prohibits the development or promotion of a US 
CBDC and establishes an interagency working group 
to coordinate digital asset policy and regulation. 

These policy shifts have occurred amid ongoing 
debate over how to classify and regulate digital 
assets. The 2023 collapse of cryptocurrency exchange 
FTX and the subsequent conviction of its founder 
Sam Bankman-Fried intensifed scrutiny over whether 
cryptocurrencies should be treated as securities or 
currency. Despite some legislative progress, many 
investors, consumers, and entrepreneurs remain 
uncertain about their regulatory status. 

A March 2025 EO established a US Strategic Bitcoin 
Reserve and digital asset stockpile, using Bitcoin 
seized from illegal activities and directing agencies 
to pursue additional budget-neutral acquisitions of 
the cryptocurrency. Supporters see it as a way to 
diversify national reserves, hedge against infation, 
and promote US leadership in digital asset inno-
vation. Critics point to Bitcoin’s price volatility, its 
limited utility in crises and cybersecurity risks, and 
the risk of potential conficts of interest that could 
undermine public trust, given that the policymak-
ers themselves may have signifcant cryptocurrency 
holdings. 

In addition to the above activity, the Guiding and 
Establishing National Innovation for US Stablecoins 
(GENIUS) Act, signed in July 2025, created a federal 
framework for issuing payment stablecoins—crypto-
currencies that are designed to have stable prices. 
By combining the speed and programmability of 
cryptocurrencies with the familiarity of fat currency 
(i.e., ordinary money), stablecoins allow users to 
transact without the price volatility typically associ-
ated with many cryptocurrencies and other digital 
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assets. However, the law requires stablecoins to be 
backed by reserve assets such as Treasury bills and 
precious metals rather than algorithmic mechanisms 
to enhance their price stability. This may limit inno-
vation via experimentation with alternative crypto-
currency designs. 

The Trump administration is also backing the Digital 
Asset Market Clarity Act,21 or the Clarity Act, which 
proposes making the Commodity Futures Trading 
Commission the primary regulator of digital com-
modities and their intermediaries while maintaining 
certain Securities and Exchange Commission (SEC) 
powers over initial crypto sales. The act would also 
introduce a special exemption that eases SEC reg-
istration requirements for fundraising purposes. 
Under this proposed legislation,22 digital commod-
ities would be defned as digital assets whose worth 
is “intrinsically linked” to their activity on a block-
chain. This group includes nearly all cryptocurren-
cies in use today. However, the defnition of the 
term “digital commodity” would exclude securities, 
derivatives, and stablecoins, even if they are based 
on blockchains. 

Against this backdrop, cryptocurrencies pose com-
plex and evolving policy challenges. These include 
the following: 

Regulatory clarity and market integrity Reg-° 
ulatory ambiguity and weak oversight continue 
to be a challenge facing digital asset markets. 
The decentralized, cross-border nature of crypto-
currencies complicates efforts to classify and 
supervise them. Inherent volatility of cryptocur-
rencies, combined with limited transparency 
across many exchanges, exposes users to fraud, 
manipulation, and fnancial risk. As use of these 
assets grows, so do calls for clearer rules, better 
disclosures, and stronger consumer protections. 
Tax reporting remains another challenge: The 
pseudonymous nature of cryptocurrencies com-
plicates enforcement, and users often lack a 
clear understanding of their tax-reporting obliga-
tions. The GENIUS and Clarity Acts are frst steps 

toward regulatory clarity, but as the use of crypto-
currencies expands, the surfacing of other issues 
requiring further legislative and executive branch 
attention is inevitable. 

Financial crime and illicit activities The pseud-° 
onymous nature of cryptocurrencies and their 
cross-border use also enables or facilitates money 
laundering, tax evasion, and sanctions evasion, cre-
ating major enforcement challenges. Authorities 
are expanding international cooperation, tight-
ening anti–money laundering and know-your-
customer protocols related to cryptocurrencies, 
and working to close regulatory gaps. 

Economic and monetary policy risks Because° 
cryptocurrencies bypass traditional fnancial sys-
tems, their widespread use weakens central banks’ 
ability to control the money supply and set interest 
rates across the economy. If cryptocurrencies are 
integrated into mainstream fnance (e.g., through 
retirement funds, banking systems, or national 
reserves), a collapse in cryptocurrency valuations 
could trigger a fnancial crisis, impacting savings 
and investments across the economy. Additionally, 
as more people use cryptocurrencies instead of 
fat money, confdence in government-issued cur-
rencies may erode. 

Conficts of interest and governance trans­° 
parency Government actions can signifcantly 
affect cryptocurrency prices (as is true of any 
other investment asset), raising concerns about 
personal fnancial gain among policymakers and 
regulators. Industry infuence over the regulatory 
process also prompts political and ethical scrutiny. 

Cybersecurity risks The decentralized archi-° 
tecture of cryptocurrencies creates novel oppor-
tunities for cyberattacks across digital wallets, 
crypto exchanges, and smart contracts. Hacks, 
phishing, and other exploits may cause sub-
stantial losses and erode trust. As crypto assets 
intertwine with traditional fnance, their vulner-
abilities may trigger broader economic fallout. 
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Strong cybersecurity standards, incident report-
ing, and federal coordination are essential to limit 
systemic risk to the national and global fnancial 
system. 

Privacy and surveillance concerns Digital asset ° 
regulation increasingly intersects with debates 
over fnancial privacy and civil liberties. Expanding 
anti–money laundering and know-your-customer 
rules may lead to calls for digital identity sys-
tems, raising concerns about surveillance and 
state overreach. At the same time, technologies 
that enhance privacy may face increased scrutiny. 
Policymakers will need to carefully balance law 
enforcement needs with privacy concerns. 
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