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Overview
Artificial intelligence (AI), a term coined by computer 
scientist and Stanford professor John McCarthy in 
1955, was originally defined as “the science and 
engineering of making intelligent machines.” In 
turn, intelligence might be defined as the ability to 
learn and perform suitable techniques to solve prob-
lems and achieve goals, appropriate to the context 
in an uncertain, ever-varying world.1 AI could be said 
to refer to a computer’s ability to display this type of 
intelligence.

The emphasis today on AI is on machines that can 
learn as well as humans can learn, or at least some-
what comparably so. However, because machines 
are not limited by the constraints of human biology, 
AI systems may be able to run at much higher speeds 
and digest larger volumes and types of information 
than are possible with human capabilities.

KEY TAKEAWAYS

AI is a foundational technology that is advancing 
other scientific fields and, like electricity and the 
internet, has the potential to transform how soci-
ety operates. 

Even the most advanced AI has many failure 
modes that are unpredictable, not widely appreci-
ated, not easily fixed, not explainable, and capa-
ble of leading to unintended consequences.

There is substantial debate among AI experts 
about whether AI poses a long-term existential 
risk to humans, and whether the most important 
risks are current AI weaknesses.

°
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Today, AI promises to be a fundamental enabler of 
technological advancement in many fields, arguably 
of comparable importance to electricity in an earlier 
era or the internet in recent years. The science of 
computing, worldwide availability of networks, and 
civilization-scale data—all that collectively under-
lies the AI of today and tomorrow—promises to 
have similar impact on technological progress in 
the future. Moreover, the users of AI will not be lim-
ited to those with specialized training; instead, the 
average person on the street will interact directly 
with sophisticated AI applications for a multitude of 
everyday activities.

The global AI market was worth $136.55 billion in 
2022, with North America receiving 36.8 percent of 
total AI revenues.2 A Stanford University study found 
that total private investment in artificial intelligence 
exceeded $93  billion in 2021, a twofold increase 
in capital from 2020.3 While artificial intelligence 
start-ups received roughly 9 to 10 percent of global 
venture capital investment in recent years,4 global 
AI start-up funding slowed considerably in 2022, 
dropping from an all-time high of roughly $18 bil-
lion in the third quarter of 2021 to approximately 
$8.3 billion in quarter three of the following year.5 
Generative AI, discussed below, is estimated to raise 
global GDP by $7 trillion and lift productivity growth 
by 1.5  percent over a ten-year period, if adopted 
widely.6

What subfields are considered part of AI is a matter 
of ongoing discussion, and the boundaries between 
these fields are often fluid. Some of the core sub-
fields include:

Computer vision, enabling machines to recog-
nize and understand visual information from the 
world, converting it into digital data and making 
decisions based on it

Machine learning (ML), enabling computers to per-
form tasks without explicit instructions, often by 
generalizing from patterns in data. This includes 

°

°

deep learning that relies on multilayered artificial 
neural networks to model and understand com-
plex relationships within data 

Natural language processing, equipping machines 
with capabilities to understand, interpret, and pro-
duce spoken words and written texts

Most of today’s AI is based on machine learning, 
though it draws on other subfields as well. Machine 
learning requires data and computing power—often 
called compute7—and much of today’s AI research 
requires access to these on an enormous scale.

Artificial intelligence requires large amounts of data 
from which it can learn. These data can take various 
forms, including text, images, videos, sensor read-
ings, and more. The quality and quantity of data 
play a crucial role in determining the performance 
and capabilities of AI models. Without sufficient and 
high-quality data, AI models may generate inac-
curate or biased outcomes. (Roughly speaking, a 
model is developed to solve a particular problem—
different problems call for different models, and for 
problems that are sufficiently different from each 
other, entirely new models need to be developed.) 
Research continues today on how to train models 
incrementally, starting from an existing model and 
then using a much smaller amount of specially 
curated data to refine the performance of those 
models for specialized purposes.

For a sense of scale, one AI model recently in 
the news is GPT-4. Estimates of the data required 
to train this model suggest that around a million 
books (hundreds of gigabytes of text) were drawn 
from billions of web pages and scanned books. The 
hardware requirements for computing power are 
also substantial. The costs to compute the training 
of GPT-4, for example, were enormous. Reports 
indicate the training of this application took about 
twenty-five thousand Nvidia A100 GPU deep- 
learning chips—at a cost of $10,000 each—running 
for about one hundred days.8 Doing the math 
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and noting that other hardware components were 
likely also needed suggests the overall hardware 
costs for GPT-4 were at least a few hundred mil-
lion dollars. And the chips underlying this hardware 
are specialty chips generally fabricated offshore.9 
(Chapter 8 on semiconductors discusses this point 
at greater length.)

Last, training AI models is an energy-intensive activ-
ity. One estimate of the electricity costs of training a 
large language model such as GPT-4 pegs the figure 
at about fifty  million kilowatt-hours.10 Then once 
it’s up and running, the energy cost of a query on 
ChatGPT is around 0.002 of a kilowatt-hour.11 Given 
hundreds of millions of queries per day, the operat-
ing energy cost of ChatGPT might be a few hundred 
thousand kilowatt-hours, at a cost of several tens of 
thousands of dollars, per day.

AI can automate a wide range of tasks. But AI also 
has particular promise in augmenting human capa-
bilities and further enabling people to do what 
people are best at doing.12 AI systems can work 
alongside people, complementing and assist-
ing rather than replacing them. Some present-day 
examples include:

Health Care

Medical diagnostics  AI systems that can predict 
and detect the onset of strokes and subsequently 
perform automated triage, mobile viewing, and 
secure communication across several specialties 
and diseases qualified for Medicare reimburse-
ment in 2020.13

Drug discovery  An AI-enabled search iden-
tified a compound that inhibits the growth of a 
bacterium responsible for many drug-resistant 
infections (e.g., pneumonia, meningitis) by sift-
ing through a library of seven thousand poten-
tial drug compounds for an appropriate chemical 
structure.14
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Robotic assistants  Mobile robots can carry out 
health care–related tasks such as making special-
ized deliveries, disinfecting hospital wards, and 
assisting physical therapists, thus supporting 
nurses and enabling them to spend more time 
with face-to-face human interactions.15

Agriculture

Production optimization  AI-enabled computer 
vision helps some salmon farmers sort fish 
into the right size to keep, thus off-loading the 
labor-intensive task of sorting fish.16

Crop management  Some farmers are using AI 
to detect and destroy weeds in a targeted manner, 
significantly decreasing environmental harm by 
using herbicides only on undesired vegetation 
rather than entire fields, in some cases reducing 
herbicide use by as much as 90 percent.17

Logistics and Transportation

Resource allocation  AI enables some commer-
cial shipping companies to predict ship arrivals 
five days in the future with high accuracy, thus 
allowing real-time allocations of personnel and 
schedule adjustments.18

Law

Legal transcription  AI enables the real-time 
transcription of legal proceedings and client 
meetings with reasonably high accuracy, and 
some such services are free of charge.19

Legal review  AI-based systems can reduce 
the time lawyers spend on contract review by as 
much as 60  percent. Further, such systems can 
enable lawyers to search case databases more 
rapidly than online human searches—and even 
write case summaries.20
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Key Developments

Large Language Models

Large language models (LLMs) are AI systems trained 
on very large volumes of written text to recognize, 
summarize, and generate new text, based on a sta-
tistical analysis that makes predictions about what 
other words are likely to be found immediately after 
the occurrence of certain words. A simple example 
might be that the word sequence “thank you” is far 
more likely to occur than “thank zebras.” The result-
ing systems, which include chatbots such as ChatGPT, 
Bard, and Claude, generate output surprisingly simi-
lar to that of humans across a wide range of subjects, 
including computer code, poetry, legal case summa-
ries, and medical advice. LLMs are examples of foun-
dation models, which are machine-learning models 
trained on big datasets that can drive a large number 
of applications.21 LLMs are also an example of gener-
ative AI, a type of AI that can produce new content 
(e.g., text, images, sounds, animation) based on how 
it has been trained and the inputs it is given.

Computer Vision

In recent years, computer vision has made substan-
tial progress on a number of important problems, 
including: 

Image classification (categorizing objects in images) 

Facial detection and recognition (finding faces in 
images and then matching those faces to existing 
face images)

Medical image segmentation (identifying an 
organ in an image and isolating the portions of 
the image associated with that organ)

Object recognition (identifying and localizing 
instances of objects in images)

°
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Activity recognition (identifying human activity 
depicted in a video, e.g., a human being sitting 
or walking)22

AI-Enabled Scientific Discovery

Over the past few years, AI models using large 
amounts of scientific data have been the accelerant 
of several scientific discoveries. Prominent exam-
ples include protein structure predictions for mul-
tiple proteins associated with SARS-CoV-2,23 the 
use of AI models to discover new antibodies,24 and 
the improvement of plasma control procedures for 
nuclear fusion.25

Existential Concerns about AI

Large language models have generated consider-
able attention because of their apparent sophisti-
cation. Indeed, their capabilities have led some to 
suggest that LLMs are the initial sparks of artificial 
general intelligence (AGI).26 AGI is artificial intelli-
gence capable of performing any intellectual task 
that a human can perform, including learning. But 
because it would run on a computer, it is likely to 
learn much faster than humans—outstripping human 
capabilities in short order.

The prospect that artificial general intelligence will 
soon be achieved has raised substantial debate 
about its risks. In May 2023, a number of senior 
and respected AI researchers released a state-
ment saying that “mitigating the risk of extinction 
from AI should be a global priority alongside other 
societal-scale risks, such as pandemics and nuclear 
war.” Concerned about the speed at which the 
power of AI-enabled systems is growing, they worry 
that in the absence of good governance, future sys-
tems could pose existential risks to humanity.

Others suggest that focusing on low-probability 
doomsday scenarios distracts from the real and 
immediate risks that AI poses today.27 Instead, they 
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argue, AI researchers should prioritize addressing 
the harms AI systems are already causing, like biased 
decision making and job displacement. These prob-
lems are the ones on which governments and regu-
lators should be focusing their efforts.

A National Artificial Intelligence  
Research Resource

As it stands today, AI models such as GPT-4 can be 
developed only by large industrial actors with the 
resources to build and operate large data and com-
pute centers—companies such as Google, Microsoft, 
and Meta (previously Facebook). Traditionally, aca-
demics and others in civil society have undertaken 
research to understand the potential societal ramifica-
tions of AI, but with large companies controlling access 
to these AI systems, they cannot do so independently.

For this reason, a bipartisan group of legislators in 
July 2023 proposed a bill to establish the National 
Artificial Intelligence Research Resource (NAIRR) as 
a shared national research infrastructure that pro-
vides civil society researchers greater access to the 
complex resources, data, and tools needed to sup-
port research on safe and trustworthy artificial intel-
ligence. Even so, the scale of government resources 
proposed is a factor of five or ten lower than what 
the private sector is willing and able to invest.28

Over the Horizon

Impact of New Technologies

New technologies often have positive and negative 
impacts. Potential positive impacts of new AI tech-
nologies are most likely to be seen in the applications 
they enable for societal use. These may include: 

Truck drivers can off-load to AI the most boring 
and time-consuming aspects of their jobs—the 

°

long-haul drives—and still retain those aspects 
of their jobs that require human-centered inter-
actions, usually involving the first and last miles 
of their routes.

Smart AI sensors and cameras can improve 
patient safety in intensive care units, operating 
rooms, and even at home by improving health-
care providers’ and caretakers’ ability to monitor 
and react to patient health developments, includ-
ing falls and injuries.29

Potential negative AI impacts likely will emerge from 
known problems with the current state-of-the-art AI 
and from unfettered success with AI in the future. 
Some of the known issues with today’s leading AI 
models include:

Explainability  This is the ability to explain the rea-
soning and describe the data underlying an AI sys-
tem’s conclusions. Explainability is useful for:

Giving users confidence that an AI system works 
well 

Safeguarding against bias of various kinds 

Adhering to regulatory standards or policy 
requirements 

Helping developers understand why a system 
works a certain way, assess its vulnerabilities, or 
verify its outputs 

Meeting society’s expectations about how indi-
viduals are afforded agency in a decision-making 
process30

Today’s AI is for the most part incapable of explain-
ing the basis on which it arrives at any particular con-
clusion. Explanations are not always relevant, but in 
certain cases, such as medical decision making, they 
may be critical.

Bias and fairness  Because machine-learning mod-
els are trained on existing datasets, such models are 
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likely to encode any biases present in such datasets. 
(Bias should be understood here as a property of the 
data that is commonly regarded as societally unde-
sirable.) For example, if a facial recognition system 
is primarily trained on images of individuals from 
one ethnic group, its accuracy at identifying people 
from other ethnic groups may be reduced.31 Use of 
such a system could well lead to disproportionate 
singling out of individuals in those other groups. To 
the extent that these datasets reflect history, they 
will also reflect the biases embedded in history, and 
a machine-learning model based on such datasets 
will also reflect such biases. 

Vulnerability to spoofing  For many AI models, it is 
possible to tweak data inputs to fool them into draw-
ing false conclusions. For example, in figure 1.1, the 
addition of a small amount of noise to the “panda” 
image results in its being classified as a gibbon with 
very high confidence. 

Deepfakes  AI provides the capability for generat-
ing highly realistic but entirely inauthentic audio and 
video imagery. Such capability has obvious impli-
cations for evidence presented in a courtroom and 
political deception. 

Privacy  Many LLMs are trained on data found on 
the internet rather indiscriminately, and such data 

often include personal information of individuals. 
When incorporated into LLMs, such information 
could be more publicly disclosed.

Overtrust  If AI systems become a common pres-
ence in society, their novelty will inevitably dimin-
ish for users. The level of trust in computer outputs 
often increases with familiarity. On the other hand, 
skepticism about answers received from a system is 
necessary if one is to challenge the correctness of 
these outputs. As trust in AI grows due to reduced 
skepticism, there’s a higher risk of overlooking 
errors, mishaps, and unforeseen incidents. One 
experiment recently showed that those with access 
to an AI-based coding assistant wrote code signifi-
cantly less secure than those without an AI-based 
assistant—even though the former were more likely 
to believe they had written secure code.32

Hallucinations  AI hallucinations refer to situations 
where an AI model generates results or answers that 
are plausible but nevertheless do not correspond to 
reality. That is, AI models can simply make things up 
seemingly from whole cloth. The results are plausi-
ble because they are constructed based on statisti-
cal patterns that the model has learned to recognize 
from its training data. But they may not correspond 
to reality because the model does not have an un-
derstanding of the real world. 

FIGURE 1.1 A panda turns into a gibbon

“panda”
57.7% confidence

“gibbon”
99.3% confidence

Source: Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy, “Explaining and Harnessing Adversarial 
Examples,” paper presented at International Conference on Learning Representations, San Diego, May 2015.
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Out-of-distribution (OOD) inputs  All machine- 
learning systems must be trained on a large volume of 
data. If the inputs to a system are substantially differ-
ent from the training data—or out of distribution—the 
system may well draw conclusions that are more unre-
liable than if the inputs were like the training data. 

Copyright violations  Some AI-based models have 
been trained on large volumes of data that have 
been found online. These data have generally been 
used without the consent or permission of their 
owners, thereby raising important questions about 
appropriately compensating and acknowledging 
these data owners.

AI researchers are cognizant of issues such as those 
described above, and in many cases, work has been or 
is being done to develop corrective measures for them. 
Nevertheless, it’s fair to say that in most cases, such 
defenses do not generalize very far beyond the specific 
problems against which these defenses are deployed.

Challenges of Innovation and 
Implementation 

The primary challenge of bringing AI innovation 
into operation is risk management. It is often said 
that AI, especially machine learning, brings a new 
conceptual paradigm for how systems can exploit 
information to gain advantage, relying on pattern 
recognition in the broadest sense rather than on 
explicit understanding of situations that are likely 
to occur. Because it is new, the people who would 
make the decision to deploy AI-based systems do 
not have a good understanding of the risks that 
might accompany such deployment.

Consider, for example, artificial intelligence as an 
important approach for improving the effectiveness of 
military operations. Despite broad agreement by the 
military services and the US Department of Defense 
(DOD) that AI would be of great benefit, the actual 
integration of AI-enabled capabilities into military 
forces proceeds at a slow pace. One important reason 

for this outcome is that the DOD acquisition system 
has largely been designed to minimize the likelihood 
of programmatic failure, fraud, unfairness, waste, and 
abuse—in short, to minimize risk. In this environment, 
it is not surprising that the incentives at every level of 
the bureaucracy are aligned in that manner. For new 
approaches (like AI) to take root, a greater degree of 
risk acceptance may well be necessary.

Policy, Legal, and Regulatory Issues

THE FUTURE OF WORK

Large language models such as GPT-4 have already 
demonstrated how they can be used in a variety 
of diverse fields, including law, customer support, 
coding, and journalism. These demonstrations have 
led to concerns that the impact of AI on employment 
will be substantial, especially on jobs that involve 
knowledge work, but uncertainty abounds. What 
and how many present-day jobs will disappear or be 
created? Which tasks could best be handled by AI? 

Some broad outlines and trends are clear: 

Individuals whose jobs entail routine white-collar 
work may be more affected than those whose 
jobs require physical labor; some will feel painful 
shifts in the short term.33

AI is helping some workers to increase produc-
tivity and job satisfaction.34 At the same time, 
other workers are already losing their jobs as AI—
despite potentially underperforming humans—
demonstrates adequate competence for business 
operations.35

Training displaced workers to be more competi-
tive in an AI-enabled economy does not solve the 
problem if new jobs are not available. The nature 
and extent of new jobs resulting from widespread 
AI deployment are not clear at this point, although 
historically the introduction of new technologies 
has not resulted in a long-term net loss of jobs.36

°
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REGULATION OF AI

Governments around the world have been increas-
ingly focused on establishing regulations and 
guidelines on AI. Research on foundational AI tech-
nologies is difficult if not impossible to regulate, 
especially when other nations have strong incentives 
to carry on regardless of actions taken by US policy
makers. The same applies to voluntary restrictions 
on research by companies concerned about the 
competition. Regulation of specific applications of 
AI may be more easily implemented, in part because 
of existing regulatory frameworks in application 
domains such as health care, finance, and law.

The European Union is advancing comprehensive 
legislation that would provide for harmonized rules 
for the governance of artificial intelligence to miti-
gate new risks or negative consequences for individ-
uals or society.37 In the United States, more nascent 
federal and state discussions have advanced ideas 
such as the creation of a centralized AI agency, 
licensing of AI companies, and registration and 
transparency requirements of AI models.38 Whether 
regulatory efforts will in the end prove consistent 
with technical realities remains to be seen.

NATIONAL SECURITY

AI is expected to have a profound impact on the 
military.39 Weapons systems, command and control, 
logistics, acquisition, and training will leverage mul-
tiple AI technologies to operate more effectively and 
efficiently, at lower cost, and with less risk to friendly 
forces. The DOD is therefore dedicating billions 

of dollars to institutional reforms and research 
advancements aimed at integrating AI into its war
fighting and war preparation strategies. Military offi-
cials recognize that failure to adapt to the emerging 
opportunities and challenges presented by AI would 
pose significant national security risks, particularly 
considering that both Russia and China are heavily 
investing in AI capabilities.

The DOD is also cognizant of its obligation to pro-
ceed ethically with the development of AI capabili-
ties; it has adopted a set of guiding principles that 
address responsibility, equity, traceability, reliabil-
ity, and governability in and for AI.40 An additional 
important concern, subsumed under these princi-
ples but worth calling out explicitly, is determining 
where the use of AI may or may not be appropriate, 
such as AI in nuclear command and control. 

TALENT

The United States is eating its seed corn with respect 
to the AI talent pool. Faculty at Stanford and other 
universities report that the number of AI students 
joining the industry, particularly start-ups, is increas-
ing at the expense of those pursuing academic 
careers and contributing to foundational AI research. 

Many factors are contributing to this trend. One is 
that industry careers come with compensation pack-
ages that far outstrip those offered by academia. 
Academic researchers must obtain funding to pay 
for research equipment and personnel like staff sci-
entists, technicians, and programmers. They must 
search for government grants, which are typically 

Research on foundational AI technologies is difficult 
if not impossible to regulate. . . . Regulation of specific 
applications of AI may be more easily implemented.
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small compared to what large companies might be 
willing to invest in their own researchers. Consider, 
for example, that the resources needed to build 
and train GPT-4 far exceed those available through 
grants or any other sources to any reasonably sized 
group of the top US research universities, let alone 
any single university.

Industry often makes decisions more rapidly than 
government grant makers and imposes fewer regu-
lations on the conduct of research. Large companies 
have the advantage of having research-supporting 
infrastructure in place, such as compute facilities and 
data storehouses.

One important consequence is that academic access 
to research infrastructure is limited, so US-based 
students are unable to train on state-of-the-art sys-
tems, at least not if their universities do not have 

access to the facilities of industry. Figure 1.2 shows 
how most significant machine-learning systems are 
now released by industry, with very few released 
by academic institutions, research collectives, or 
nonprofits.

At the same time, China’s efforts to recruit top scien-
tific talent offer further temptations for scientists to 
leave the United States. Although these efforts are 
often targeted toward ethnic Chinese in the United 
States—ranging from the well established to those 
finishing graduate degrees—China offers recruit-
ment packages that promise benefits comparable to 
those available from private industry, such as high 
salaries, lavish research funding, and apparent free-
dom from bureaucracy. 

All these factors are leading to an AI brain drain that 
does not favor the US research enterprise. 

FIGURE 1.2 Number of significant machine-learning systems by sector
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